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INTRODUCTION: 
LOOKING BACK TO LOOK FORWARD 

Mark A. Abramson, Jonathan D. Breul, and Daniel J. Chenok

At any given moment in time, governments in the United States and 
around the globe carry out key missions in service of their citizens, learn from 
and engage with partners in other sectors, and act as cost-effective stewards 
of public resources. The countless positive daily actions of government lead-
ers go largely unrecognized amidst a constant focus on the highly visible but 
far smaller set of challenges and problems faced by the public sector. How-
ever, stepping back to view progress over a span of decades reveals evidence 
of the sum total of this continuous evolution in government management—as 
well as providing perspective on the future of public service. 

It is from this longer-term perspective about the performance and 
potential for government that the IBM Center for The Business of Govern-
ment wrote Government for the Future: Reflection and Vision for Tomorrow’s 
Leaders. Since 1998, the IBM Center has published research from more 
than 400 outside contributors—largely from academia, as well as nonprofits 
and journalists. Collectively, these contributors created a body of knowledge 
about best practices and lessons learned for government improvement. In 
addition, the IBM Center has developed a record of public sector challenges 
and opportunities through more than 500 interviews with government lead-
ers on its radio show, the “Business of Government Hour.” In Government for 
the Future, we draw from this rich repository of content to reflect on major 
drivers of public sector progress over the past two decades. 

More importantly, reflection on this content provides a foundation to 
paint a vision of what government management may look like two decades 
hence. As described below, we have built on this foundation to bring together 
a set of viewpoints about the public sector in 2040, through a set of col-
laborative brainstorming sessions and a crowdsourcing of ideas about future 
scenarios. This vision of tomorrow’s government is framed through essays 
from experts that lay out a roadmap for how to maximize benefits and mini-
mize risks, with potential innovations ranging from the workplace of the future 
to the advancement of space exploration.

The IBM Center has been privileged to contribute cutting-edge research 
that led to practical, actionable recommendations for government executives 
during the last twenty years, and to have collaborated with like-minded 
organizations to improve government performance. With Government for the 
Future, we look continue this collaboration among government, academia, 
nonprofits, and industry through the next twenty years.
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A GUIDE TO READING 
GOVERNMENT FOR THE FUTURE 

Consistent with our objective of painting a future vision through reflection 
on past progress, this book consists of two sections: 
• Part I: Reflections on 20 Years of Management Progress 

Part I examines six significant and enduring management trends of the 
past twenty years:

 – Going Digital 
 – Using Data
 – Managing Performance
 – “Liking” Social Media
 – Becoming Collaborative
 – Assessing Risk

History of the IBM Center 
for The Business of Government

In June 1998, a group of leaders in the consulting firm PricewaterhouseCoo-
pers created a new organization: The PricewaterhouseCoopers Endowment for 
The Business of Government. The Endowment’s goal was simple: to encour-
age academic research on topics of import for government managers, and to 
increase understanding about what works in government. To encourage this 
research, a small grants program provided research stipends to experts, based 
on a competitive review of proposals submitted in response to a semiannual 
announcement with research priorities for the coming year. With the IBM 
acquisition of PwC Consulting in 2002, the Endowment moved to IBM and was 
renamed the IBM Center for The Business of Government.

Since its creation, the IBM Center has awarded stipends to more than 400 
researchers across the world, who have produced nearly 350 reports and 
essays—and counting. In addition, the Center has produced 23 books and 
many special reports, and hosted hundreds of radio interviews and dozens of 
events with government, industry, academic, and nonprofit experts.

The Center’s mission has remained the same throughout our twenty years: to 
stimulate research and facilitate discussion of new approaches for improving 
the effectiveness of government at the federal, state, local, and international 
levels. We strive to assist public sector leaders and managers in addressing 
real-world problems through practical ideas and original thinking to improve 
government management. We hope that the Center’s efforts have raised aware-
ness about the importance of good management to an effective government 
that makes a positive difference in the world. 
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These six enduring trends were identified through analysis of content 
in past IBM Center reports, as well as insights about key government 
reforms gained from a survey of current and past government executives 
and leading academics.

• Part II: Visions of Government in 2040 
Part II looks twenty years ahead and consists of two sections:

 – Perspectives on the Future: During Fall 2017, the Center sponsored 
a Challenge Grant Competition through which individuals proposed a 
vision for government in 2040. Based on a review of nearly 100 sub-
missions, we selected five proposals to be expanded into chapters.

 – Envisioning the Road Ahead: During Spring 2018, the Center 
hosted four small group “envisioning” sessions. Each session 
brought experts, academics, and government practitioners together 
to examine the road ahead to 2040 in the following areas:

 » The Future of Work
 » The Future of Artificial Intelligence 
 » The Future of Citizen Engagement 
 » The Future of Data and Analytics 

Four of these experts—Darrell West, David Bray, Hollie Gilman, 
and Shelley Metzenbaum—each prepared a chapter describing their 
visions on the above topics, based on both the envisioning session in 
which they participated and their own extensive research conducted 
throughout their careers.

In conducting research for this book, we found the academic literature on 
innovation very helpful, and adopted an innovation adoption model to frame 
the chapters in Part I. For example, we tracked cutting-edge management 
innovations early in their implementation—such as the use of blogs, Twitter, 
and wikis in government—and assessed their growth and institutionalization 
over time. This provided a useful vantage from which to view the evolution 
of management initiatives. Each of the Part I chapters include discussions of 
the following stages in the lifecycle of each of the six enduring management 
trends, each of which is the product of multiple management initiatives. 
• Early action: This phase is generally categorized by extensive experimen-

tation. A new management initiative is deployed, usually on a pilot basis, 
by entrepreneurial agencies that volunteer to serve as early innovators 
and adopters. As would be expected, this phase is characterized by suc-
cesses to build on and failures to learn from. In many instances, agencies 
benefited from the experience of the early adopters. 

• Expansion: Based on successes during the first stage and increased 
attention given to a new initiative, the second phase is characterized by 
increased adoption. More agencies implement the new innovation, and 
more learning takes place—a “let a thousand flowers bloom” attitude 
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often prevails. During this phase, individuals from different agencies 
collaborate through formal or informal communities of practice to share 
knowledge. For each of the management trends described in Part I, chal-
lenges and barriers are identified during the expansion phase—based on 
agency experiences with new management initiatives—as well as path-
ways to overcome or mitigate such obstacles. 

• Institutionalization: The following actions, or some combinations of these 
actions, are usually taken during the institutionalization phase of an initia-
tive: passage of new legislation, integration into annual budget planning, 
issuance of new regulations and guidance documents, and development 
of norms and processes that sustain the initiative. These activities lead to 
consistent practices across government, and to a governance framework 
that provides ongoing leadership and direction. The governance frame-
work frequently includes new structures, such as interagency committees 
and councils, and new positions, such as chief risk officers and chief data 
officers.

Identification of Major Management Trends 
Over the Past Twenty Years

In Fall 2017, the IBM Center surveyed a broad cross-section of government 
managers and academic experts to identify management initiatives that had 
the greatest impact on government operations over the past twenty years. 
We developed the survey by reviewing the IBM Center’s nearly 350 reports 
to identify about 150 key management activities implemented over the last 
twenty years (we focused on specific initiatives and not on broad efforts such 
as Reinventing Government, the President’s Management Agenda, or individual 
management statutes). We then grouped that list into 50 management initia-
tives, and asked respondents to assess the impact of each initiative. 

Informed by the survey results, we identified six major management trends 
that were rated as having the highest impact on government operations over 
the past two decades:

• Technology: In looking back over the past twenty years, one survey 
respondent said, “Technology has been the prime driver.” Specific 
technologies ranked as having the highest impact included mobile 
computing and cloud computing, both discussed in Chapter Two.

• Data: Initiatives in this area include big data, data analytics, data 
visualization, and dashboards—all of which have been enabled by 
technology. Data is discussed in Chapter Three.
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KEY LESSONS LEARNED FROM 
IMPLEMENTING MANAGEMENT REFORMS

What does the implementation of management reform in these six areas 
over the past twenty years teach current and future government leaders about 
how to proceed with management reforms in the future? Several common 
themes emerge from our analysis of the management trends in Part I.

Lesson One: Management reform is not for the faint-hearted. Manage-
ment reform requires major commitment and staying power. In short, it is 
not for the timid or those with short time horizons. It takes a well-executed 
implementation plan and sustained commitment from the top. 

Lesson Two: In launching management initiatives, government leaders 
should target key goals and not overload the “system” with too much reform 
concurrently. Some management initiatives in our survey were rated as hav-
ing low impact. We believe that these ratings were most likely based on either 
poor implementation of the initiative or lack of “staying power” on the part of 
government leaders. One survey respondent noted, “Many innovations seem 
to be mostly a ‘flavor of the day’ effort.” Another respondent summed up 
this phenomenon well, “There have been many attempts at real reform and 
improvement, but they always end up with too many at a time.” In contrast, 
successful change leaders in government are selective about which manage-
ment initiatives they decide to launch. 

• Performance management: The evolution of the supply of performance 
management information, and creating a demand for its use, was enabled 
by linkages with technology and data initiatives that drove performance 
management progress. Performance management is discussed in Chapter 
Four.

• Social media-related: Today, the impact of social media has been evident 
at all levels of government and has become a major communication tool 
by and for agencies. For example, at the federal level, the number of 
“likes” of the National Aeronautics and Space Administration’s Facebook 
page increased from 7,000 in 2009 to 20 million in 2018. Social media is 
discussed in Chapter Five.

• Collaboration: The last twenty years have seen a substantial increase in 
different types of collaboration, such as public-private partnerships, cross-
agency collaboration, and inter-governmental collaboration. Collaboration is 
discussed in Chapter Six.

• Risk management: The last twenty years also saw an increase in the 
importance of managing a wide range of risks—cyber risks, financial risks, 
environmental risks, and more. Risk is discussed in Chapter Seven.
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Lesson Three: Successful management initiatives require much time 
and effort, and a focus on implementation. While less successful initiatives 
launched over the last 20 years may have been sound conceptually, many 
suffered from poor execution. One survey respondent told us, “There have 
been lots of good ideas, but they rarely have been implemented effectively.” 
Another respondent noted, “While government is working better as a result of 
many management initiatives, much more focus and effort is still needed.” In 
evaluating the impact of initiatives, government leaders must assess imple-
mentation—including training as well as timing. 

Lesson Four: Effective leadership makes management initiatives suc-
ceed. While it has become a cliché, leadership from the top drives success in 
launching a management initiative. This comes from an effective combination 
of career and political leaders. Several survey respondents commented on 
the turnover of political appointees as a challenge in successfully implement-
ing management reform. In preparing this book, we clearly saw the value of 
leaders communicating the importance of management reform and devoting 
a significant portion of their time to overseeing implementation.

 LOOKING TOWARD THE FUTURE

Based on lessons learned from the past work by the IBM Center, our 
Challenge Grant essays, and our envisioning sessions, an outline of a vision 
of what government might look like in 2040 came into focus. We see two 
sets of developments evolving. First, technology will drive the redeployment 
of resources—people, dollars, and organizational structures. Second, as a 
consequence of these technology changes, the way people work and interact 
will change, and this will reframe how government works—including service 
delivery, citizen involvement, and different business models.

We envision three technology-based agents of change for government in 
coming years:
• Artificial and augmented intelligence (AI) will drive new realities. 

Advances in the use of AI will change roles, both within government and 
between government and citizens. Darrell West, in Chapter Thirteen, says 
that with AI “workers will be able to navigate mundane tasks quickly 
and efficiently,” and AI will take on more repetitive administrative work 
in operational areas like human resources, grants, acquisition, financial 
management, and benefits processing. As a result, this “will free workers 
from the mountain of paperwork currently required” and allow them to 
spend time in different ways.
 In Chapter Fourteen, David Bray elaborates further: “Much of the ben-
efits to government will come from a people-centered approach of pairing 
humans with machine learning to amplify human strengths via augmented 
intelligence. Such a people-centered approach means the success of public 
service in the future depends on identifying beneficial ways to augment the 
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extracted human abilities of networked, cross-sector teams—who want to 
improve the delivery of public services—with digital assistants and learning 
machines to amplify the team’s strength, mitigate any possible blind spots, 
and increase the capabilities of the team as a whole.”

• Data will drive progress. The increased availability and use of data will 
reframe how government managers use knowledge and insight to analyze 
performance, make decisions, and deliver services. For example, in Chap-
ter Ten, Lori Gordon envisions a new managerial class of data managers. 
These data managers, writes Gordon, “will oversee a virtual government 
workforce comprised of teams that aggregate data in digital workspaces 
and process it almost instantaneously via the eighth-generation wireless 
networks.” 
 In Chapter Sixteen, Shelley Metzenbaum writes that the key to the 
increased use of data will be to use it to empower front-line workers. She 
envisions that, by 2040, “Government will have identified the front-line 
workers focusing on the government’s priority mission objectives, and 
given them ready access to the information they need to do their jobs 
well and continue to improve.”

• Government services will become platform-based. By 2040, observes 
Sukumar Rao in Chapter Eleven, “government could be described as a 
platform for the production and delivery of a range of services and activi-
ties that can be mixed and matched.” In this scenario, government will 
be more of a facilitator, creating the conditions for platforms that could 
be built in the private and nonprofit sectors collaborating with the public 
sector. Services will be based on digital platforms using principles such 
as Agile, modular in nature, and rooted in peer networks of partners or 
communities of interest. In fact, government may move from being orga-
nized around agencies and programs to a network of services focused on 
sets of results.
 Indeed, at the city level, the authors of Chapter Twelve – Marc Ott, 
Lee Feldman, and Tad McGalliard – write that city managers in 2040 
will leverage such platforms to lead “an interconnected community of 
sensors, automation, data, IoT, and artificially intelligent technologies that 
will enable them to visualize issues and challenges in ways that today’s 
managers cannot.”

Moreover, the visions of our authors suggest that these technology drivers 
will have three broader impacts on the government of the future:
• Government will be more citizen-driven. Government in 2040 will be 

more citizen-focused, with people leveraging technology and data to 
interact with their government. Rao sees the role of a citizen to be one 
of “leader and co-producer.” There will be greater citizen involvement in 
co-creating policy and co-producing more citizen-centric personalized 
services.
 For example, Rao writes, “Design and delivery of services will be 
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focused on finding solutions for citizen problems and needs, and based 
on events and activities in a citizen’s life journey. Services will increas-
ingly span all levels of government…and will become more seamless and 
transparent to users.” And Gordon writes: “technology is the best lens 
through which [government] can understand its constituency,” by creating 
a customized service management function not constrained by traditional 
agency boundaries.

• Government will become more network-based. Gordon boldly envisions 
that, “by 2040, the federal government will disband its traditional agency 
structure and will establish networked teams to perform government work.” 
And, in Chapter Eight, W. Henry Lambright projects how a public-private 
network can catalyze a twenty-year journey that brings humanity to Mars.
 West sees the role of government workers evolving within a network-
based environment as a result of technology changes. West says: “Flatter, 
more open, and more collaborative organizations reduce the number of 
mid-level managers [and] empower front-line workers.”

• Volunteer participation with government will increase. Citizens will have 
more time to spend on volunteer activities in 2040—either as retirees or 
as members of a 2040 workforce that benefits from technology reduc-
ing the need to work as many hours. A big question will then be how to 
engage citizens with their government. Advances in behavioral science 
may be used to incentivize greater volunteer participation around project-
based tasks, which may blur the lines between government employees 
and citizen volunteers.
 Hollie Gilman, in Chapter Fifteen, writes: “The longer-term future 
presents an opportunity to set up institutionalized structures of engage-
ment across local, state, and federal levels of government—creating a 
‘civic layer.’” This civic layer would allow citizens to earn “civic points” for 
engagement across a range of activities. And in Chapter Nine, Lora Frecks 
writes that “By 2040, government employees will regularly produce 
public services side-by-side with volunteers. Community members will 
be frequent and active volunteer participants in the work of government. 
Volunteers will provide both labor and input in the form of ideas, feedback, 
and opinions.”

This positive view of a government for the future can be realized by 
leaders who continue to reflect on lessons from the past. We hope that the 
perspectives provided throughout this book help increase the likelihood that 
this vision can turn into tomorrow’s reality.

Mark A. Abramson served as the founding and first executive director of the 
IBM Center for The Business of Government from 1998 to 2007. Jonathan 
D. Breul served as executive director from 2007 to 2012. Daniel J. Chenok 
has served as executive director from 2012 to the present. 





PART I: REFLECTIONS ON 20 YEARS OF 
MANAGEMENT PROGRESS





CHAPTER TWO

Going Digital 

Highlights
• Technology has played a critical role in the delivery of govern-

ment programs and the conduct of government operations. The 
evolution toward a “digital government” has improved services, 
reduced costs, and enhanced security through efforts that have 
progressed over the past two decades.

• Digital government promotes the introduction of emerging tech-
nologies, agile development, a skilled workforce, and flexible 
investment strategies.

• Law, policy, strategy, organizational, and governance frameworks 
have laid the foundation for continued improvements in adopting 
commercial best practices to implement digital government.

Daniel J. Chenok
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GOING DIGITAL 

By Daniel J. Chenok

The New York City Fire Department uses a computer-driven Risk-Based 
Inspection System that leverages digital technology to predict where fires 
might break out in different parts of the city. This system runs on an algo-
rithm combining data from five agencies and uses artificial intelligence to 
develop a list of potential high-risk buildings, initially based on 60 indicators. 
The current version of this system is ten times more powerful than the first 
version launched in 2010. In 2015, the department started developing a 
third version to combine data from 17 agencies to predict potential suspect 
buildings based on 7,500 factors. This example shows how digital change 
has helped improve government amidst growing complexity.1

INTRODUCTION

Today’s digital economy has evolved significantly since the eras of 
mechanical and analog electronic technology. This evolution began in the 
late 1950s with the advent of mainframe computing as a standard practice 
for leading businesses, accelerated in the late 1970s with the introduction of 
personal computers, and continues to the present day in the form of emerging 
technologies that include cloud computing and artificial intelligence. Begin-
ning in the 1990s, the internet brought about a revolution in how citizens 
and businesses access, share, and retain information over open networks. 
These digital steps forward have led to significant changes in how information 
technology (IT) impacts society, the economy, and government. 

What is Digital Government? 

Just as the private sector has adapted digital technologies and ways of 
doing business to serve its customers, government has grown in its digital 
capacity over the past twenty years. The initial adoption of internet applications 
for government services two decades ago led agencies to incorporate these 
technologies in placing information on the web. Early agency websites were 
followed by the development of applications that enabled secure transactions 
for citizens and businesses—ranging from student loans to financial filings.
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Today, governments can leverage open networks in the cloud, where 
individuals work together over the internet in a secure environment to com-
municate and develop new ideas and applications. Given advances such as 
artificial intelligence and the “internet of things,” mechanisms exist to collect, 
distribute, and access vast amounts of data in various formats from many 
sources to help government leaders make decisions that deliver on missions 
and programs. Moreover, digital transformation has disrupted how govern-
ment operates—how agencies do work, tackle problems, and meet expecta-
tions. Key examples of digital information include:
• Digital government places the user experience front and center. It has 

ushered in new ways to improve how citizens interact with government, 
leveraging cross-disciplinary approaches such as design thinking—a 
structured, interactive method to facilitate innovation among stakehold-
ers. It also affects the government employee experience in ways that 
can improve service to the citizen; employees who use mobile devices to 
perform their roles across the country can serve their communities more 
rapidly, productively, and efficiently. 

• Digital processes change the skills needed in today’s government work-
force—technologies like artificial intelligence (AI) and advanced robotics 
enable automation of manual tasks. These technologies require new 
expertise and new ways of working to deliver mission outcomes that 
meet or exceed user expectations. 

• Digital technologies have facilitated the application of virtual and aug-
mented reality in government. Federal agencies have begun working with 
virtual reality, such as NASA for data visualization and the Department of 
Veterans Affairs to treat post-traumatic stress disorder.

The U.S. Federal Chief Information Officer (CIO) Council’s 2016 State of 
Federal IT Report, prepared under the direction of federal CIO Tony Scott, 

Digital Government Defined

Jane Fountain, Director of the National Center for Digital Government at the 
University of Massachusetts, Amherst and author of multiple IBM Center for 
The Business of Government publications, defines digital government as “gov-
ernance affected by internet use and other information technologies (IT). Digital 
government is typically defined as the production and delivery of information 
and services inside government and between government and the public using 
a range of information and communication technologies. The public includes 
individuals, interest groups, and organizations, including nonprofit, nongov-
ernmental organizations, firms, and consortia. The definition used here also 
includes e-democracy, that is, civic engagement and public deliberation using 
digital technologies.”2 
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found that digital technologies now significantly impact every federal agency 
and employee.3 The adoption of emerging technologies has begun to improve 
internal collaboration, human resources and procurement operations, result-
ing in a shift away from legacy systems and a push towards transparency and 
open data. This evolution has been amplified by the impact of technology to 
improve government collaboration with external partners—agency leaders can 
now leverage new innovations, like blockchain to work with business partners 
in a network that provides speed and security for their digital interactions.

Organization of Chapter: The Evolution of Digital Government
Progress in this arena has moved through three major phases along the 

journey of the past 20 years, as shown in the chart “Evolution of Digital Gov-
ernment: 1998-2018.”
• Early action: As the position of agency-level chief information officers 

was authorized under a landmark IT management statute in 1996 (the 
Clinger-Cohen Act), the growing importance of IT in implementing agency 
missions led CIOs to develop business cases that showed return on IT 
investments in the form of mission achievement and cost management. 
The mission-critical nature of IT also pointed agencies to start integrat-
ing security and privacy into planning and implementation. At the same 
time, the internet first entered wide use in the public sector as agencies 
took their large volume of written public information and made it widely 
available on the web. Early cross-government applications, such as the 
FirstGov web portal, introduced the notion that government could use 
technology at a wide scale to improve citizen service.

• Expansion: The advent of e-government was accelerated by a U.S. federal 
initiative that established citizen-facing IT projects, shared services for 
back-office operations and cross-agency architectural standards to drive 
significant progress. This acceleration was codified in the E-Government 
Act of 2002, which authorized a presidentially appointed government-
wide leader of IT under whose direction agencies continued to advance 
IT policy and programs, and drive IT security and privacy. Such activity 
led to the use of open data and open government as ways to continue 
integrating innovation with citizen service and program outcomes, fueled 
by enabling technologies like cloud and mobile computing.

• Institutionalization: Agency IT progress pointed to the need for strategy, 
policy, and law to support an updated framework for bringing new talent 
into government, while strengthening the authorities of CIOs working as 
leaders of technological change with other mission and mission-support 
executives to drive outcomes. The highly visible challenges and resolu-
tion efforts associated with the roll-out of healthcare.gov in 2013 led 
the Office of Management and Budget (OMB) and the General Services 
Administration (GSA) to drive commercial best practice into government 
through “digital services” teams, innovation officers, and chief technol-
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ogy officers. Congress stepped forward with two statutes that advanced 
governance and funding frameworks. The government has continued to 
move forward through several 2018 Cross-Agency Priority goals, plac-
ing IT modernization as Goal 1 in the President’s Management Agenda 
in a way that is closely linked to data strategy as Goal 2 and workforce 
improvement as Goal 3. The tie between IT, data, and workforce is espe-
cially important given the large volume and variety of digital data now 
available to agency teams, who can leverage analytics technologies to 
derive insights from the data that enable them to improve citizen service 
and performance (see Chapter Three and Chapter Four for more detail). 

  

Evolution of Digital Government: 1998-2018

 – Web Portals and FirstGov
 – Business Cases for IT Investment
 – Security, Privacy, and Accessibility

1998

2001

2001

2012

2012

2018

Early Action: Digital Government 1.0 – 
Moving Information Online

Expansion: Digital Government 2.0 – Establishing 
Law, Policy, and Organizational Structures

Institutionalization: Digital Government 3.0 – 
Driving Strategy, Services, and Modernization

 – E-Government Strategy, Statute
 – IT Security and Privacy
 – Agile
 – Open Data, Open Government
 – Emerging Technologies (Mobile and Cloud)

 – Digital Services
 – IT Modernization
 – Emerging Technologies (AI, Blockchain, IOT)
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To continue advancing digital government, agencies must invest in mod-
ern technologies that support secure and scalable applications. Identifying and 
prioritizing efforts for investment, integrating these priorities into agency and 
federal budget planning cycles, and applying appropriate measures to track 
the success of key efforts will drive progress. Critical to effective investment 
in digital modernization is understanding the existing barriers to capturing 
savings over time from those investments, and identifying means to overcome 
these barriers. Investing in emerging technologies that can help government 
will inform where and how private sector entities may most effectively support 
digital transformation to improve performance and reduce cost.

The remainder of this chapter presents more detail about these three 
phases. The chapter concludes with lessons learned and observations about 
what’s on the horizon as government relies on emerging technologies to drive 
continued performance improvement.

EARLY ACTION: DIGITAL GOVERNMENT 1.0—
MOVING INFORMATION ONLINE 

TO SUPPORT THE MISSION

Policy Foundations

The roots of digital government actually took hold well before 1998. 
Toward the end of the Carter administration, with the increased use of IT 
systems to collect federal information and deliver services, Congress focused 
on improving oversight of federal IT, and ultimately enacted the Paperwork 
Reduction Act of 1980 (see the box highlighting key the statutory milestones 
that drove the early years of digital government). OMB then worked with 
senior agency IT officials to oversee information management for well over a 
decade, reviewing implementation challenges with major IT systems—includ-
ing “Presidential Priority Systems” in the 1980s and “SWAT” teams in the 
early 1990s. With the advent of the internet in the mid 1990s, government 
agencies followed a private sector trend and began to create CIOs to manage 
information as a strategic asset in the context of rapidly evolving technolo-
gies. Key national IT issues that arose in the 1990s remain on the agenda 
for digital government today, including the government’s approach to the 
internet, electronic commerce, encryption, and website policies. During this 
time frame, the National Performance Review led numerous experiments and 
pilot programs to adapt commercial innovation in these areas for government. 
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First Digital Steps
Web Portals

By 1998, most agencies in government had created websites that 
enabled internet access for citizens and business. As agencies expanded the 
amount of information on the web, it became apparent that the public would 
have an easier time understanding and accessing government data by estab-
lishing a “portal” that would tie together different websites within and across 
agencies, following private sector advances in the use of portals to link com-
mon information for consumers. State governments made early progress on 
portals, as discussed in the 2001 report by Jon and Diana Burley Gant and 
Craig Johnson, State Web Portals: Delivering and Financing E-Service—por-
tals allowed states “to use the internet and web-based technologies to extend 
government services online, allow citizens to interact more directly with gov-
ernment, employ customer-centric services, and transform the provision of 
traditional government services.”8

Statutory Foundations of Digital Government

1974: The Privacy Act4 established a Code of Fair Information 
Practice that governs the collection, maintenance, use, and dissemina-
tion of personally identifiable information about individuals maintained 
in systems of records by federal agencies. 

 
1980: The Paperwork Reduction Act5 gave OMB authority over 

agency IT and information policy and management, using the term 
“information resources management” (IRM) to describe such activity.

1987: The Computer Security Act6 was intended to improve 
the security and privacy of sensitive information in federal computer 
systems and to establish minimally acceptable security practices for 
such systems. It required the creation of computer security plans, and 
appropriate training of system users or owners where the systems would 
display, process or store sensitive information.

1996: The Clinger Cohen Act7 authorized a CIO at each agency 
who had responsibility for IT leadership, and led to an Executive Order 
that created the Federal CIO Council.
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FirstGov
As 2000 approached, federal agencies had created over 30,000 differ-

ent sites, with loose coordination from OMB for policy and GSA which led 
a federal webmasters working group. GSA developed an early experiment 
to pilot a federal portal, initially referred to as “webgov.” At the same time, 
internet companies were developing search capability well before the founding 
of Google several years later. An early search engine industry leader, Inktomi, 
offered to index all government information on the web and make it search-
able by the public—a proposal made by Inktomi CEO Eric Brewer to President 
Bill Clinton at the 1998 Davos Conference. The administration supported 
Brewer’s idea and launched an initiative to expand webgov and develop 
“FirstGov”—the government’s first cross-agency web portal linked to this new 
search capability. The effort served as the first major interagency technology 
effort, with leadership from OMB and the National Performance Review, and 
governance and funding from multiple deputy secretaries who served as a 
Board of Directors. FirstGov was launched in September 2000. Since then, 
it has evolved significantly in terms of functionality, was rebranded as www.
usa.gov, and has expanded as a resource for government and the public. The 
site is still managed successfully by GSA.

Business Cases for IT Investment
As is the case today, new technology initiatives like FirstGov were con-

strained by legacy systems and performance issues with in-house IT opera-
tions. The Internal Revenue Service, the Office of Personnel Management, and 
a range of other agencies were managing large, complex, mainframe-based 
systems that delivered key mission services and programs—but had no com-
mon standards or metrics by which to measure that performance. To help 
manage this growing complexity of technology-mission intersection, OMB 
developed a common template for agencies to justify the investment and track 
progress in IT investments over time, based on commercial best practice and 
consistent with federal law in the implementation of the policy. This template 
was implemented as a budget requirement in the late 1990s, referred to as 
the “Exhibit 300,” and significantly expanded in the early 2000s. Although 
the title and specifics around this requirement have evolved, agencies still 
track progress and submit a business case for their IT investments to OMB.

Security and Privacy
A key element of these business cases, and of success in agency IT 

delivery generally, revolved around computer security and privacy challenges 
that remain present for government today. The Privacy Act of 1974 and the 
Computer Security Act of 1987 provided initial statutory focus for agency 
leaders to address these imperatives. Genie Stowers’ 2001 report, The State 
of Federal Websites, addressed legal and policy issues that remain challenges 
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today: “to ensure security, provide security against hackers, and protect citi-
zens’ privacy.”9 

In 1998, Congress updated the Computer Security Act to increase its 
focus on data protection; around the same time, agencies developed secure 
data transaction strategies through the introduction of digital signatures. 
Through efforts led by GSA and the Federal CIO Council, agencies leveraged 
digital signature and emerging encryption technologies to strengthen how the 
public exchanged information with government, providing key protections to 
help agencies address “issues of privacy and security as they increase access 
to information and delivery of services electronically,” as noted in the 2001 
report by Janine Hiller and France Belanger, Privacy Strategies for Electronic 
Government.10 The digital signature programs were managed by GSA based 
on expert guidance from the National Institute of Standards and Technology 
(NIST) and overseen by agency CIOs and OMB, progress outlined by Stephen 
Holden’s 2004 report Understanding Electronic Signatures.11 These pro-
grams have evolved in maturity, but policies in this area remain in place today.

Accessibility
As more government programs and services moved online, the need to 

ensure digital access for populations who faced challenges with access to 
technology became a paramount objective—to ensure that all citizens could 
share in the benefits of this change. In 1998, Congress amended the Reha-
bilitation Act of 1973 to require federal agencies to make IT accessible to 
people with disabilities. Section 508 of this law12 applies to all federal agen-
cies when they develop, procure, maintain, or use electronic and information 
technology. Under Section 508, agencies must give disabled employees and 
members of the public access to information that is comparable to the access 
available to others. The implementation of this law continues twenty years 
later, with renewed focus on adapting digital technology being led by GSA and 
the Access Board (a small agency charged with Section 508 policy oversight). 

Case Study: Student Financial Aid Modernization

An early example of agency movement to digital government that addressed 
all of these issues, and which remains instructive today, was the reform of the 
Department of Education’s Student Financial Aid systems. The Department 
had already introduced a web option to apply for Federal Aid, launching this as 
one of the first online government applications in 1996—but Education’s back-
end systems remained beset with legacy performance issues. Working with 
National Performance Review and OMB’s Office of Federal Procurement Policy, 
the Department awarded a contract that allowed its industry partner to make 
investments and be repaid from the savings that those investments brought by 
streamlined operations—a concept known as “share-in-savings.” This incentive 
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EXPANSION: DIGITAL GOVERNMENT 2.0— 
ESTABLISHING LAW, POLICY, AND 

ORGANIZATIONAL STRUCTURES TO LEVERAGE 
EMERGING TECHNOLOGY

As government began to recognize the power that emerging digital tech-
nologies offered to help improve productivity and mission effectiveness while 
reducing costs, the need for leadership in driving change became apparent. 
This manifested itself in the form of federal law, policy, and strategy that 
enabled new technologies to improve mission and back-office operations, 
while also ensuring protections for cybersecurity and privacy.

Organizational Advances: The OMB Office of E-Government and the 
E-Government Act

OMB sought to elevate the focus on IT across the government in the 
early 2000s, in response to calls from the IT industry and Congress for a 
government-wide Chief Information Officer. The Bush Administration created 
a political appointee position in OMB dedicated to technology with the title of 
“Associate Director for E-Government and IT” in 2001. This official, Mark For-
man, established a governance structure to bring commercial best practices 
to the federal government, lead implementation of IT and security law and 
policy, and formulate President’s Management Agenda initiatives related to 
acquisition and use of IT. This led to a multi-faceted IT transformation initia-
tive focused on managing IT as an investment and a set of cross-agency initia-
tives and policies, shifting OMB’s role in federal IT from one largely focused on 
policy and general oversight to one that also drove specific government-wide 
initiatives designed to gain effectiveness with a focus on citizen services, and 
gain efficiencies by reducing duplicative systems—a role that continues today.

At the same time, Congress introduced bipartisan legislation to authorize 
this enhanced oversight role in IT. The E-Government Act of 200213 codified 
many of the policies and initiatives of the new E-Gov office. The Act desig-
nated the head of the new E-Gov office as the “Administrator for E-Govern-
ment and Information Technology”—this position was the de facto federal 
CIO, and as discussed below would later receive that designation formally as 

structure enabled the industry partner to work in collaboration with the gov-
ernment to develop a modernization and integration roadmap. It also set the 
foundation for additional statutory authorizations of share-in-savings, as well as 
current consideration of funding models that support modernization and share 
risks and rewards between government and contractors.
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well. Mark Forman became the first Administrator
The E-Government Act also reauthorized an expansion of prior secu-

rity statutes, renamed as the Federal Information Security Management 
Act (FISMA). Other provisions enhanced agency responsibilities and OMB 
authorities in numerous related areas, including privacy, records management, 
digital signatures, and citizen services. Finally, the Act authorized a fund 
for E-Government initiatives, administered by GSA and building on previous 
funding mechanisms that provided OMB with authority to direct spending on 
innovation. The budget approach used for the E-Gov Fund has since been 
revised and used for other purposes, and in 2017 was given impetus from a 
new statute (see the discussion of the Modernizing Government Technology 
Act later in this chapter).

The E-Gov office also expanded its role across areas related to IT activ-
ity in the agencies, raising attention to oversight and review of key agency 
systems and elevating resolution of significant issues through program reviews 
led by the OMB Deputy Director for Management. Other areas of increased 
attention that would be addressed by the E-Gov office included shared ser-
vices across government back office functions, authentication of identities by 
federal employees and contractors in using government IT systems, greater 
focus on cybersecurity for civilian agencies, and coordination of IT security 
with the Intelligence Community. 

The E-Gov Strategy

A key advance in the digital evolution of the federal government involved 
a three-part strategy led by the E-Gov office, which was incorporated into the 
first President’s Management Agenda (PMA) in 2001.

Project Quicksilver
Under the first part of this strategy, OMB worked with the President’s 

Management Council and the Federal CIO Council to develop a set of 25 
cross-agency initiatives that improved service to four portfolio groups: citizens, 
businesses, state and local governments, and government employees. These 
initiatives, which resulted from an E-Government Strategy Study often referred 
to as “Quicksilver,” were the product of a team of government innovators who 
followed a method for driving technology change in the private sector. The 
study team conducted interviews across all federal agencies and led public 
outreach efforts to solicit ideas for improved service to all constituencies—
from small businesses to grant recipients to national park visitors. The team 
developed more than 50 project candidates organized into the four portfolios 
noted above and worked with the President’s Management Council to select 
the 25 final projects based on review of high-level business cases. These 
projects were led by interagency teams, driven by a lead agency and involv-
ing multiple partners, who leveraged digital technology and related processes 
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to develop public-facing, user-friendly websites or consolidated systems that 
improved access to and service from agencies. Many of the initial E-Gov 
websites remain in operation today as models of digital government, ranging 
from Regulations.Gov (the subject of a 2013 report by Cynthia Farina, Rule-
making 2.0: Understanding and Getting Better Public Participation)14 to IRS 
E-File (the subject of a 2006 report by Stephen Holden, A Model for Increas-
ing Innovation Adoption: Lessons Learned from the IRS e-file Program)15 to 
Disasterassistance.gov. 

This citizen focus was intended to build trust in government through 
technology that enhanced citizen participation. As noted in the 2004 report 
led by Marc Holzer, James Melitski, Seung-Yong Rho and Richard Schwester,  
Restoring Trust in Government: The Potential of Digital Citizen Participation,16 
“Technology has created new tools for allowing citizens to more meaningfully 
participate in a dialogue with their fellow citizens and their government. In 
an increasing number of cases, these tools have been successfully employed 
and are improving the quality of public decisions.” Trust among government 
and industry was similarly enhanced by greater efficiencies delivered through 
advanced procurement reforms introduced by OMB in the 1990s, and imple-
mented through GSA by several e-procurement initiatives that improved busi-
ness interactions with government. The federal government also learned from 
and was influenced by the e-procurement experiences of state governments 
and international governments, as outlined in a 2001 report by M. Jae Moon, 
State Government E-Procurement in the Information Age: Issues, Practices, 
and Trends, and Mita Marra Innovation in E-Procurement: The Italian Experi-
ence in a 2002 report.17

Federal Enterprise Architecture
The second part of the E-Gov Strategy sought to modernize the tech-

nology that supported public-facing applications and data systems through 
“enterprise architecture,” a discipline that had driven commercial reforms in 
the financial and other sectors. Although the Clinger-Cohen Act created the 
requirement for a government wide architecture, this was never associated 
with a mechanism to measure and drive better return on IT investment. OMB 
created a “Chief Architect” position to drive this work forward—a position 
that still sits within the Office of the Federal CIO—and worked with federal 
CIOs to develop a Federal Enterprise Architecture (FEA). The FEA served as 
a blueprint for IT modernization at multiple layers: technology infrastructure, 
software applications, data, business processes, and performance informa-
tion. Each layer was outlined through a reference model that set out common 
standards and approaches. In parallel, OMB aligned every federal IT invest-
ment with the architecture to identify redundant systems across agencies. The 
FEA has since been integrated into agency architectures and serves as a foun-
dation for specific architectural initiatives like the recent Human Resources 
Integrated Business Framework that the Office of Personnel Management is 
using to drive common personnel approaches.
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Shared Service Lines of Business
The third part of this strategy, begun under Mark Forman and significantly 

expanded by the next E-Gov Administrator, Karen Evans, involved the integra-
tion of common business functions, referred to as “lines of business” (LOBs) 
that brought together common back-end services across agencies. Similar to 
the governance of the Quicksilver initiatives, the LOBs were driven by lead 
agencies who developed standard processes that other user agencies could 
adapt. The initial LOBs focused on financial management, human resources, 
grants management, case management, and health IT—commencing prog-
ress that continued into 2018, with shared services now led by GSA’s Unified 
Shared Services Management Office. This office has considerably advanced 
on the work of these early LOBs, especially in the financial and human 
resources space.

Integrating Digital Government and Cybersecurity 

The tragic events of 9/11 changed the world, including government. At an 
organizational level, both the integration of civilian mission agencies into the 
new Department of Homeland Security (DHS) and the coordination of intel-
ligence agencies under the Directorate of National Intelligence have helped 
enhance how government agencies work to protect the nation. In the Govern-
ment IT space, the focus on cybersecurity significantly expanded post 9/11 
as well, with Karen Evans leading cross-agency cybersecurity work alongside 
DHS, National Institute of Standards and Technology (NIST), and the Federal 
CIO Council—all working closely with intelligence community efforts. These 
federal efforts were aided by FISMA, discussed previously in this chapter 
(FISMA was reauthorized in 201418 and remains the primary cybersecurity 
law for agencies to follow).

Organizational Drivers for Cybersecurity
The need to build cybersecurity into the fabric of digital government 

continued to become more evident throughout the first decade of the 2000s. 
This focus expanded with the 2009 establishment of a National Coordinator 
for Cybersecurity in the White House, as well as OMB’s later designation of 
a separate “Cyber Unit” in the Office of E-Government for policy and delega-
tion to DHS for operations. These and similar organizational enhancements 
at DHS and NIST were accompanied by policies that required greater agency 
focus on cyber across the range of IT and mission programs. This digital policy 
infrastructure remains largely in place today.
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Identity Management
As more government online transactions required greater protections for 

security and privacy, the need to bolster identity management policies and 
processes became a major priority. In the aftermath of 9/11, this objective 
moved forward significantly through a presidential policy mandating a digital 
ID credential for government employees and contractors—the Personnel Iden-
tity Validation (PIV) card required by Homeland Security Presidential Directive 
12.19 This Directive increased the government’s priority on digital signature 
and secure authentication activity that had been introduced in the late 1990s, 
and expanded by the Quicksilver “E-authentication” initiative. PIV cards are 
now the standard for all physical (and a significant amount of IT) access to 
government resources. Identity policy evolved into the 2011 National Strategy 
for Trusted Identities in Cyberspace20 and into a 2018 effort at upgrading 
identity management efforts led by OMB.21

Technology, Innovation, and Government Reform

The Obama administration built on the significant preceding activity to 
focus on open government, citizen participation, and cloud implementation. 
This work commenced with a tech-focused agenda in the 2008 Presidential 
Transition. As Beth Noveck and Stefaan Verhulst wrote in their 2016 report, 
Encouraging and Sustaining Innovation in Government: “the transition team 
set up the first ever presidential transition website to inform and engage the 
American people in the process of planning the first 100 days of the new 
administration…. The transition also notably included the first ever committee 
to design and plan a technology strategy for the first 100 days of the Obama 
administration called the Technology Innovation and Government Reform 
(TIGR) team.”22 This team drafted an Open Government directive that the 
president signed as one of his first actions after taking office, on Jan. 21, 
2009.23

The administration then appointed the first Chief Technology Officer 
(2009) and later the first Chief Data Scientist (2015) in the U.S. Govern-
ment, both of whom were positioned in the White House Office of Science 
and Technology Policy. Also, the E-Gov Administrator at OMB was given the 
additional title of federal CIO, which became and remains the primary title for 
the position today.

Advances in digital government were spurred on by the adoption of agile 
techniques in agencies. The government began a shift away from large-scale 
and long-term systems development that can take years before the first 
functionality is available for testing. A more innovative approach commenced 
with agile, a commercial best practice for software development relying 
on short, iterative “sprints,” releasing new functionality in increments, and 
gathering user feedback using design thinking principles. This effort was first 
chronicled in a 2013 report by Phillipe Kruchten and Paul Gorans, A Guide to 
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Critical Success Factors in Agile Delivery.24 Agile approaches have remained 
key tenets behind the work of new innovation and digital services offices 
described below.

Two Technologies that Drove Digital Government Expansion

The evolution of two specific technologies demonstrates how digital evo-
lution brought about significant change in government: mobile computing and 
cloud computing.

Mobile Computing
Mobile computing transformed how people interact with technology, 

through a broad range of devices (from cell phones and tablets to watches 
and wearables) that enable communication anytime and anywhere over open 
networks. Mobile “apps” that improve how people interact in the private 
sector have also been adopted by government. There are two broad types of 
government apps: 
• Enterprise-focused apps: mainly for internal use within a public organiza-

tion. They are accessible to employees and operate within secure firewalls 
established by the agency. 

• Citizen-oriented apps: intended for external use. They are accessible to 
anyone who seeks to use government services. 

Mobile government has brought significant benefits to agency operations, 
including: 
• Cost reduction
• Efficiency 
• Transformation/modernization of public sector organizations 
• Added convenience and flexibility 
• Better services to the citizens 
• Ability to reach a larger number of people through mobile devices than 

would be possible using wired internet only

The federal government has taken steps to drive mobility forward, led 
by GSA’s Digital Government Division that promotes mobile-oriented testing, 
registry, and related solutions. For example:
• “Making MobileGov” was a multi-media project created by the cross 

agency MobileGov Community of Practice to help federal agencies dis-
cover, discuss, and design a citizen-centric path to mobile government 
services and information. Begun during the summer of 2011, this project 
served three strategic goals: educate, develop resources to accelerate 
mobile efforts, and build a Mobile Gov Community.25 
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• A state-level model can be found in “Gov2Go in Arkansas”, recognized by 
the National Association of State CIOs as a leading “personal government 
assistant” app.26 

However, while the foundations for mobile government have been put into 
place, the uptake in the use of mobile applications in government remains a 
work in progress. The report Using Mobile Apps in Government by Sukumar 
Ganpati found that as of 2014, only 3 percent of people interacted with 
federal agencies via digital apps, and only 17 percent of federal agencies 
had a digital app.27 Advances have been made since, but room for progress 
remains.

Cloud Computing
Cloud computing has transformed businesses across industries, shifting 

how IT is delivered by hosting infrastructure and applications remotely at 
lower cost. A 2008 IBM Center report by David Wyld, Moving to the Cloud: 
An Introduction to Cloud Computing in Government, provided one of the first 
definitions of what was then a new term for distributed computing and has 
seen massive growth since: cloud computing is “delivered over the internet, 
on demand, from a remote location, rather than residing on one’s own desk-
top, laptop, mobile device, or even on an organization’s servers…to deliver 
applications, computing power, and storage.”28

The private sector has built many applications that leverage cloud com-
puting’s cost and efficiency benefits. After a slow initial rate of cloud adoption, 
governments have also accelerated progress—though financial constraints 
and the continued reliance on older legacy systems to deliver services have 
limited agency deployment of cloud-based solutions. 

While a major benefit of cloud computing involves containing costs 
through shared services and infrastructures, cloud adoption is also helping 
government agencies to improve operational flexibility despite a continued reli-
ance on back-end legacy systems. Cloud computing has allowed the deploy-
ment of more current services with elastic capacity, helping government 
programs to respond to changing business conditions. Additionally, cloud 
computing has allowed agencies to increase agility in responding to new chal-
lenges and opportunities, accelerating expansion of digital government. For 
example, if critical websites get hacked, cloud applications can allow agencies 
to quickly rewrite the controlling software; cloud can also speed access to 
track real-time data for mission applications like air traffic control.

The federal government launched two programs to foster consistent 
implementation and compliance for cloud computing, which facilitated its 
expansion across agencies: CloudFirst and FedRAMP.
• CloudFirst. The government instituted its CloudFirst policy in 2010 to 

accelerate the pace of cloud adoption.29 This policy promoted service 
management, innovation, and adoption of emerging technologies. Accord-
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ing to the policy, “focus will shift from the technology itself to the core 
competencies and mission of the agency.”30 As a result, many agencies 
can now support their mission-critical operations with agile and innova-
tive cloud deployments that incorporate mobile, social, and analytics 
technologies. However, they also have to take stringent compliance and 
security measures to protect their systems from internal and external 
threats.

• Federal Risk and Authorization Management Program (FedRAMP).
FedRAMP, introduced in 2011, is designed to standardize security ser-
vices and streamline assessments so that each cloud service considered 
by federal agencies is evaluated once, at the government-wide level.31 
FedRAMP is intended to avoid duplication of effort across agencies, sav-
ing time by supporting initial security evaluation and allowing continuous 
monitoring of cloud security. FedRAMP continues to address issues of 
slow processes that have been the subject of some critiques in agencies’ 
ability to keep pace with commercial practices for cloud computing.

Crucial IT and business advances have been enabled by cloud applica-
tions in government. For example:32

• IT consolidation: Government agencies have realized the benefits of 
consolidating redundant or unnecessary IT assets to increase operational 
efficiencies. They are reducing the cost of IT ownership by integrating 
systems through the cloud. Similarly, data center consolidation, an effort 
that spans multiple administrations, is helping to reduce hardware costs 
and also to drastically reduce energy consumption.

• Shared services: More government agencies have moved towards sharing 
IT services to reduce costs and to improve business process efficien-
cies. Some key federal programs have leveraged shared cloud-based 
infrastructure and software solutions, as well as security capabilities like 
continuous diagnostics monitoring and threat detection. 

• Citizen services: Cloud-based technology improves delivery of a variety 
of public applications, such as allowing citizens to monitor their energy 
and water consumption, check the status of their service requests to 
government programs (e.g., benefit and loan applications), and access 
their medical records. 

A number of federal agencies, including the Departments of Defense, Jus-
tice, Agriculture, and Education, were early cloud adopters, setting the trend 
and direction for others to follow in expanding their use of the cloud. Many 
agencies started with email—GSA was the first federal agency to adopt cloud-
based email back in 2010; the National Oceanic and Atmospheric Adminis-
tration followed a year later, migrating employees and contractors; and the 
Department of Justice began migrating its email accounts in December 2016. 
The main drivers for cloud email adoption included money savings, enhanced 
data sharing capabilities, and improved collaboration.
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State and local governments have also made significant progress in mov-
ing to the cloud. For example, the 2013 report by Shannon Tufts and Mer-
edith Weiss, Cloudy with a Chance of Success, showed how North Carolina 
put in place five successful public sector cloud computing contracts.33 Paul 
Wormeli’s 2012 report, Mitigating Risks in the Application of Cloud Comput-
ing in Law Enforcement, discussed challenges and opportunities for public 
safety professionals to leverage the cloud in improving their productivity, and 
effectiveness in protecting and serving the public.34

Identifying Challenges to Institutionalization

Overall, federal agencies are still in the expansion phase for digital tools 
in general. Ganapati’s 2016 report on mobile government, cited above, found 
that the top barriers for incorporating digital tools are:
• Limited or declining IT budgets
• Security and privacy concerns 
• Lack of digital skills in the agency 
• Limitations of legacy systems
• Cultural resistance
• Unclear long-term vision 

In addition to these barriers, two longer-term challenges face agencies as 
they seek to institutionalize digital practices:
• Governance: Technology now permeates all aspects of organizational 

activity, whether in industry or government. Agency CIOs are a central—
but by no means the only—player in technology adoption to improve 
mission performance; a range of other key stakeholders includes chief 
financial officers, procurement executives, customer experience and 
design experts, program managers, industry partners, oversight offices, 
and ultimately system users in the public. Absent a delineation of roles 
and responsibilities, consistent metrics, and a clear decision framework, 
digital advancement can be stymied if different elements spin out of 
control. A governance framework can help to bring these pieces together; 
related to governance is the challenge of “orchestration,” which calls for 
integrating technology management with a skilled workforce, user experi-
ence, and service delivery to foster significant productivity improvements. 

• Investment Tools: Government agencies often have difficulties obtaining 
capital investment dollars to upgrade and modernize systems. Techno-
logical innovation most often comes from the private sector, and govern-
ment has struggled with limited experience using an investment model 
that allows agencies to leverage commercial innovation while minimizing 
substantial upfront investment costs; the student aid modernization 
case study discussed earlier in this chapter has proven to be the excep-
tion rather than the rule. Government faces a challenge of incentivizing 
investment in the private sector that public agencies then pay for through 
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operational budget savings over time. In response, through a service 
model where the private sector provides the technology, agencies can 
also build those costs into long-term contracts. Such “share in savings” 
or “gain sharing” models are often used by industry in moving to com-
mercial providers for shared services management and operations, to 
improve service and reduce costs. As discussed below, the Modernizing 
Government Technology Act now authorizes flexible funding arrange-
ments in government for investing across years with a savings payback 
requirement.

INSTITUTIONALIZATION: 
DIGITAL GOVERNMENT 3.0—DRIVING 

STRATEGY, SERVICES, AND MODERNIZATION

As digital technology took hold throughout the economy in the last 
decade, new business models flourished that rely on mobile, cloud, and now 
emerging technologies like artificial intelligence and blockchain, to enable 
reinvention of how users find information and receive services. As with each 
wave of the digital journey over the past 20 years, government has followed 
suit. At the federal level, this movement has been facilitated by strategic, 
organizational, and statutory drivers across the past decade.

Developing A Digital Strategy

The 2012 Digital Government Strategy, released by OMB with implemen-
tation led by GSA’s Office of Citizen Services and Innovative Technologies, laid 
out a broad digital plan to harness information technology in federal agen-
cies.35 This strategy integrated and updated a set of IT-related actions that had 
been introduced under a “25-point plan” for IT reform championed by federal 
CIO Vivek Kundra in 2010.36 The Strategy was premised on four principles:
• Create an information-centric government that focuses on open data and 

content
• Establish a shared platform within and across agencies
• Take a customer-centric approach in presenting data
• Build required security and privacy measures up front

The Strategy set out broad goals for the institutionalization of digital 
government:
• Enable the American people and an increasingly mobile workforce to 

access high-quality digital government information and services any-
where, anytime, on any device.
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• Ensure that as the government adjusts to this new digital world, agencies 
seize the opportunity to procure and manage devices, applications, and 
data in smart, secure, and affordable ways.

• Unlock the power of government data to spur innovation and improve the 
quality of services for the public.

Creating Digital Services and Innovation Offices

A number of new organizational structures have increased capacity and 
sustainability for digital government over the past decade. These include the 
Presidential Innovation Fellows, GSA’s 18F office, agency innovation offices, 
and the U.S. Digital Service.

Presidential Innovation Fellows
The Digital Strategy’s principles had already begun to be practiced 

through a new program designed to bring private sector technology talent 
into government: the Presidential Innovation Fellows.37 Introduced by the 
federal chief technology officer in 2012, as Noveck and Verhulst write in their 
Sustaining Innovation report, the Fellows program “connects innovators from 
the business, nonprofit, and academic sectors with government departments. 
Together, they work to produce innovative, short-term projects to improve gov-
ernment efficiency. The program has evolved from one that parachutes new 
people into the White House to one that pairs innovators with civil servants 
to help implement change.”38

GSA’s 18F
The original Presidential Innovation Fellows model envisioned shorter 

details with government, followed by a return to the private sector. As Fellows 
moved into agencies, many found that they wanted to remain in the govern-
ment for a longer tenure because of the impact they saw that digital trans-
formation could have on key missions for the American people. To provide 
a home for Fellows who remained and a venue for other technology experts 
to join the government, GSA established an innovation office called “18F” 
in 2014 (so titled because GSA’s DC headquarters are at 18th and F STs 
NW). 18F39 brought in a high-tech start-up culture to government, aiming “to 
provide cutting-edge support for our federal partners that reduces cost and 
improves service.”40

Agency Innovation Offices
As the Fellows and 18F began to use digital services to help a growing 

number of agencies modernize their applications, several agencies established 
their own innovation offices, led by the Department of Health and Human 
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Services. In a 2014 report by Rachel Burstein and Alyssa Black, A Guide to 
Making Innovation Offices Work, the authors identified key characteristics of 
federal innovation offices, comparing and contrasting them with state, local, 
and global counterparts to draw key lessons, such as: “moving forward with 
setting up a center of gravity for innovation should follow a careful assessment 
of the mission of the new office, financial resources available, and support 
from key partners.”41 

U.S. Digital Service
Even as government was transforming to institutionalize digital innovation, 

a core federal program suffered a major setback: the flawed release of the 
healthcare.gov website, which was the public’s main channel to access health 
insurance exchanges in 2013. This website was critically linked to the success 
of the implementation of the Affordable Care Act. The website’s operational 
problems resulted from numerous challenges identified above, including:
• a lack of governance across stakeholders 
• limited use of agile techniques to deliver incremental functionality 
• contract-related constraints on leveraging commercial innovation 

In responding to these and other challenges, the administration brought 
on a “rescue team” of private sector technology and business experts who 
used digital best practices to fix issues with the website and its underlying 
IT systems. The success of this effort led the administration to conclude that 
replicating this approach would be a benefit to modernizing other large and 
complex technology systems—resulting in the 2014 establishment of the 
U.S. Digital Service (USDS) in OMB, driven by numerous IT leaders including 
federal CIO Steve VanRoekel.42

USDS drew on lessons learned from a similar office in the United King-
dom, the Global Delivery Service, to address challenges throughout govern-
ment by using digital technology. As Ines Mergel wrote in her 2017 report, 
Digital Service Teams: Challenges and Recommendations for Government, 
USDS and other digital service teams “typically operate outside existing 
agency IT organizational structures and recruit IT talent directly from the pri-
vate sector. They are given a mandate to rapidly implement change initiatives 
using commercially-developed tools and processes such as human-centered 
design and agile innovation management techniques—which are standard 
practice in the private sector, but have been infrequently adopted in the public 
sector.”43 Mergel’s report also pointed out the challenges of integrating across 
new digital service and existing agency IT teams, including the different roles 
and cultures involving change agents relative to those involving the delivery 
of government operations at scale. This healthy tension can be made into a 
benefit through clearly defining responsibilities across the IT development 
lifecycle, communicating in a transparent manner as prototype digital applica-
tions migrate to a subsequent delivery phase, and approaching collaborative 
activities with mutual respect. 
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USDS summarized key digital service principles and recommended 
actions in its 2014 “Digital Services Playbook,”44 which has since been used 
by agencies and industry partners to guide digital projects throughout gov-
ernment. Many of these elements focus on frequent interaction with users 
through agile development as well as “design thinking,” an approach to inno-
vation where groups of users collaborate in real time to innovate on new ideas 
and develop code; government and industry now even co-create together in a 
variety of “design studios.”

Legislation Catches Up: FITARA and MGT

Government use of digital technology over the past two decades had 
been accomplished primarily through two statutes, the Clinger-Cohen Act of 
1996 and the E-Government Act of 2002. Following the significant attention 
to the positive outcomes that technology could bring, as well as the risks that 
accompanied technology failures, Congress recognized the need to update 
frameworks that authorized agency activity, including CIO authorities to drive 
change and implement funding flexibility and respond to ever-increasing 
cybersecurity risks and threats. Two new laws have helped the government 
to lock in and drive forward progress in digital transformation.

New Approaches to CIOs and Governance: The Federal IT and 
Acquisition Reform Act of 2014 (FITARA)

FITARA45 changed how federal agencies acquire and manage IT. A cen-
tral purpose of FITARA was to give greater authority to agency CIOs in direct-
ing IT spending, procurement, and activity across their enterprises, with the 
goal of enhancing effectiveness. Under this statute, the CIO is accountable 
for the performance of all IT projects in his or her agency, including approval 
for IT procurements and oversight of IT staff; agencies are also charged with 
leveraging commercial best practices. FITARA requires CIOs to lead reviews 
of IT portfolios that enhance transparency and improve risk management, 
with additional provisions to improve IT management that include expanded 
training for IT staff, data center consolidation, enterprise software buys, and 
strategic sourcing.

OMB issued 2015 guidance46 on FITARA implementation that further 
promoted institutionalization of sound digital management, largely by address-
ing the governance challenge cited above. The guidance set out a baseline for 
sound IT management and strong cybersecurity, and delineated specific roles 
and responsibilities for CIOs and their mission support brethren in integrating 
IT to improve performance across the enterprise: chief financial officers, chief 
acquisition officers, and chief human capital officers, among others. FITARA 
implementation is continuing to mature, with the Government Accountability 
Office (GAO) assessing agency progress through a set of metrics that ensure 
continued oversight for this important IT management statute. On the cyber 
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side, FITARA has been complemented by the FISMA reauthorization noted 
above, as well as two other 2014 statutes that strengthen DHS authorities 
to collaborate with industry and help agencies address risk, increase skills, 
and build resilience: the Cybersecurity Enhancement Act of 201447 and the 
Cybersecurity Workforce Assessment Act.48 

Two IBM Center reports capture activities led by CIOs to drive improve-
ments in digital government. First, consistent with the longstanding focus 
from GAO and multiple administrations on the importance of IT metrics, CIOs 
increased their focus on measuring outcomes for their work. Kevin DeSouza’s 
2015 report, Creating a Balanced Portfolio of Information Technology Met-
rics, noted that CIOs over time had not done enough “to invest in the creation 
of metrics that capture the performance of IT assets and their contribution 
to organizational performance.”49 DeSouza found improvements being made 
by CIOs who recognize the value of metrics to guide IT strategic planning, 
contract oversight, cost management, and benchmarking against commercial 
best practice.

Second, as CIOs sought to integrate innovation into their operations, 
working alongside new digital services and innovation offices have repre-
sented a challenge. Because many of these offices do not fall under the 
purview of the CIO, and are often staffed by outside IT experts without much 
prior experience in federal operations, their path to innovation often differs 
from the experience of government CIOs. A 2015 report by Greg Dawson 
and James Denford, A Playbook for CIO-Enabled Innovation in Government, 
provides a roadmap for CIOs to move forward in driving innovation that 
adapts evolving digital transformation to government. The authors found that 
“few agencies have a defined and repeatable process for enacting innovation. 
Rather, often the person who generates the idea is unaware of a process to 
enact the innovation, and either tries to create a process or simply gives up 
trying to implement it.”50 In understanding how to overcome this constraint, 
Dawson and Denford interviewed successful CIOs and concluded that “com-
mitted leadership and an enterprise-wide ecosystem can foster a culture of 
innovation, institutionalized through repeatable processes that garner buy-in 
from all stakeholders—from digital service teams to program offices.”

New Approaches to Funding Innovation: The Modernizing Government 
Technology (MGT) Act of 2017

Another major challenge to institutionalization identified above revolves 
around funding for digital transformation. In order to provide agencies with 
flexibility to invest in change and benefit from returns on that investment, 
agencies need funding flexibility. The MGT Act51 now gives OMB and agencies 
the authority to establish working capital funds that support IT modernization 
by authorizing multi-year, commercial-style budgeting; this provides agen-
cies with more tools to move to the cloud, implement shared services, and 
improve cybersecurity. MGT implementation has just begun, with federal CIO 
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Suzette Kent leading a cross-agency board that selects and oversees invest-
ments in a central Technology Management Fund. 

The President’s Management Agenda Redux: The Cross-Agency 
Priority Goal for IT Modernization

MGT Act implementation is one part of a broader strategic imperative for 
IT modernization that will fuel progress in digital government. Just as a three-
part E-Gov Strategy brought IT into focus as a major administration priority 
in the President’s Management Agenda of 2001, the current administration’s 
Management Agenda designates IT Modernization as its first Cross-Agency 
Priority (CAP) Goal (see the discussion of CAP goals in Chapter Four). The 
new 2018 IT Modernization goal, which builds on the previous administra-
tion’s Cross-Agency Priority Goal of “Smarter IT Delivery,”52 captures recom-
mendations made by government and industry leaders over the past year, 
and reflects on lessons learned over the past twenty years. The goal’s central 
tenet calls on agencies to “build and maintain more modern, secure, and 
resilient information technology (IT) to enhance mission delivery and pro-
ductivity—driving value by increasing efficiencies of Government IT spending 
while potentially reducing costs, increasing efficiencies, and enhancing citizen 
engagement and satisfaction.”53

Another element of the CAP Goal drives forward toward greater use of 
cloud computing, furthering the efforts discussed earlier in this chapter. Eight 
years after the federal government adopted the 2010 Cloud First policy, agen-
cies still faced hurdles in deploying cloud solutions. An interagency working 
group led by GSA has started to make headway on smoothing the path to the 
cloud for agencies. The group, called the Cloud Center of Excellence, kicked 
off in January 2017 and aims to provide agencies with advice on best prac-
tices for cloud adoption. The Center of Excellence, one of five such Centers 
at GSA helping to drive IT modernization forward, includes more than 140 
participants representing 48 different agencies, and serves as a knowledge-
sharing network and a clearinghouse for cloud adoption tips. The group is 
working on documents to help agencies address cloud funding challenges, 
acquire cloud solutions more rapidly, and provide for enhanced cloud security.

Importantly, the IT Modernization agenda is overseen by a strong gov-
ernance coalition that includes OMB, GSA, the new White House Office of 
American Innovation, and lead agencies (starting with the U.S. Department 
of Agriculture). The agenda focuses on accelerating agency movement to the 
cloud, carries forward agile principles, and strengthens collaboration among 
CIOs, digital service offices, and other stakeholders—with strong support 
from the OMB Deputy Director for Management. Another key element of this 
agenda draws from a digital evolution in the commercial sector reflecting new 
technologies that rely more on data and less on the computing platforms that 
produce that data, as well as a workforce with 21st century skills to imple-
ment these emerging innovations; the pairing of the IT Modernization initiative 
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with related CAP goals that focus on data and workforce modernization will 
help expand institutionalization of digital government.

A 2018 report by Greg Dawson, A Roadmap for IT Modernization in Gov-
ernment,54 recommends a series of key actions and steps that agencies can 
take to plan, assess, execute, and measure modernization activities, based on 
research into recent successes in public and private sector IT modernization. 
Dawson presents several findings that CIOs and other IT leaders can adapt to 
help drive digital transformation:
• Modernization must be an ongoing process rather than a single stand-

alone event, to allow for continuous improvement.
• Technology must support mission goals. 
• IT implementation must include a strong technical approach and acquisi-

tion strategy.
• Collaborative governance, measurement identification and communica-

tion, and stakeholder feedback must occur throughout the process to 
capture lessons learned.

LESSONS LEARNED

Much of the government’s digital experience over the past 20 years 
demonstrates the need to balance disruptive innovation with sound IT man-
agement, cost-effective outcome measurement, and strong cybersecurity. A 
leading government-industry IT partnership, the American Council for Tech-
nology and Industry Advisory Council, issued a framework entitled 7S for 
Success55 that captures 7 key findings to assist in delivering positive results 
and reducing risk for digital government. These lessons demonstrate how 
agencies can move from traditional command-and-control implementation, 
and toward an emphasis on business outcomes delivered in short increments 
with continuous improvement in the face of inevitable change.

This framework, the subject of congressional testimony and an influence 
on government policy and practice, recommends seven actions for effective 
digital transformation based on lessons learned—many of which echo key 
findings described throughout this chapter.
• Stakeholder commitment and collaborative governance: Most complex 

programs involve numerous stakeholders at political, policy, and manage-
ment levels, and often multiple agencies, contractors, and other non-
government constituencies. These players should have clear roles and 
responsibilities, and engage key stakeholders. Finally, there should be a 
shared commitment to the program’s outcomes.

• Skilled program manager and team: An accountable, qualified, and 
properly positioned senior leader of the team should be highly proficient 
at technical, business (both government and commercial business pro-
cess), organizational, programmatic, and interpersonal levels. 
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• Systematic program reviews: Governance leaders and the program 
manager should review progress in achieving key results on a regular 
basis. As part of these reviews, success should be celebrated and actual 
or potential problems promptly and openly identified for correction. This 
will promote timely consideration of whether the program is making rapid 
progress and minimizing risk.

• Shared technology and business architecture: Major IT programs involve 
complex interfaces with internal and external users, back-end applications, 
operational processes, policies, and supporting infrastructure. A business 
and technology architecture should guide activities across the team. 

• Strategic, modular, and outcomes-focused acquisition strategy: The 
program manager must collaborate with the acquisition organization and 
other stakeholders, and then work with the private sector early on, to 
define a set of strategic requirements, a program management model 
that relies on incremental improvements, and an acquisition strategy that 
supports the program’s outcome-based goals.

• Software development that is agile: Applications should be developed in 
an iterative fashion whenever possible, with small-scale rollouts, frequent 
feedback from end users, and communication with program management 
and governance leaders on changes. This approach reduces risk and 
increases the chances for program success. 

• Security and performance testing throughout: Software modules should 
be tested and released in phases throughout design, development, and 
operations—both for individual components and collective system per-
formance.

LOOKING FORWARD

For digital technology to transform operations, governments will also 
need to change both culture and policy. To take full advantage of the trans-
formational changes made possible through the speed and scale of digital 
technologies, citizens must help drive how agencies work with them. Digital 
government in the future must adapt to the needs and expectations of citizens, 
businesses, non-profits, and other partners, creating user experiences that are 
personalized, interactive, and easy to access and use. Digital technologies can 
enable “cognitive systems” that help agencies understand, reason, and learn, 
allowing government to interact in real time with the public to deliver mission 
and mission support services with strong security and privacy protections. 

Ultimately, new technologies will continue to help government drive 
performance improvements based on leveraging data and analytics over the 
cloud, in a secure manner, and in real time—emerging technologies that 
include artificial intelligence, blockchain, the internet of things, and initial 
steps toward quantum computing. Early innovators have shown a path 
for agencies to move forward in engaging with and serving the public. For 
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example, two 2018 reports on artificial intelligence—The Future Has Begun: 
Using Artificial Intelligence to Transform Government56 (published with the 
Partnership for Public Service) and Delivering Artificial Intelligence in Govern-
ment: Challenges and Opportunities57 by Kevin DeSouza—highlight visible 
progress in the adaptation of that revolutionary technology to government at 
all levels—federal, state, local, and international. 

The evolution of digital government over the past two decades shows that 
when implemented effectively, securely, and with cost-effective approaches, 
agencies can drive significant and positive change while managing risk to the 
government and the taxpayer. As discussed in Part II, government in the next 
twenty years can act responsibly to accelerate this progress.
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CHAPTER THREE

Using Data 

Highlights
• The use of data has risen exponentially. However, government 

agencies face challenges in transforming data into actionable 
insights.

• With the increased use of data, the challenges of handling data 
have also increased. As government makes open data more 
accessible, challenges include finding data experts and managing 
data accessibility, data quality, and data sharing. 

• Data sharing by the private sector, data sharing among govern-
ment agencies, and the government’s capacity to manage and 
analyze its increasing volumes of data will be critical factors in 
the years ahead.

Mark A. Abramson 
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USING DATA 

By Mark A. Abramson 

In 2016, the Department of Justice (DOJ) and the Department of Health and 
Human Services (HHS) worked together to uncover a money laundering and 
health care fraud case involving a $1 billion scheme being perpetrated by a 
ring of Miami-based health care providers. Caryl Brzymiakliewicz, chief data 
officer in the Office of the Inspector General (OIG) at HHS, said, “Three co-
conspirators had figured out how to try to hide in the data. But it was really 
about using data analytics and partnering with DOJ and the FBI to uncover 
the money laundering, to understand in the data what was happening, really 
understand between the provider and all of the networks really what was 
going on.”1

This effort involved working closely with Centers for Medicare & Medicaid 
Services (CMS), which gave their claims to the HHS OIG who then used the 
claims in their investigation with the Department of Justice. Jessica Kahn, 
director of the Data and System Group at CMS, said that it is not always easy 
to share data across agencies. “We put it (our data) in the cloud because I 
want people to use it,” said Kahn.2 She said she gives her data to Brzymi-
akliewicz because she wants the Inspector General “to catch the bad guys.”

INTRODUCTION 

Data as a Strategic Asset 

The chapters in this book are closely interrelated. As seen in the pre-
vious chapter, the rapid movement to “going digital” over the last twenty 
years served as a key enabler to the increased capability of government to 
collect and analyze data. New technologies, also discussed in Chapter Two, 
dramatically reduced the cost of collecting and reporting data. The ability of 
government to collect and analyze data has similarly been a valuable tool 
enabling the performance management movement to shift the emphasis 
from complying with reporting requirements to generating more useful data 
that informs performance improvement efforts. Performance management is 
examined in Chapter Four. 

This chapter focuses on data collected and used by government man-
agers and decision makers in managing their organizations. In 2018, the 
President’s Management Agenda designated “Leveraging Data as a Strategic 
Asset” as a Cross-Agency Priority (CAP) Goal. In its description of the CAP 
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Goal, the Administration set out three key opportunities to more effectively 
use data in coming years:3
• Develop a long-term enterprise Federal Data Strategy to better govern 

and leverage the federal government’s data. 
• Enable government data to be accessible and useful for the American 

public, businesses, and researchers.
• Improve the use of data for decision making and accountability for the 

Federal Government, including policy making, innovation, oversight, and 
learning. 

While all three are interrelated, and the development of a Federal Data 
Strategy will have an influence on the use of data by decision-makers, this 
chapter focuses on what the CAP Goal describes as “providing high quality 
and timely information to inform evidence-based decision-making and learn-
ing.” This chapter will not address the host of policy and legal questions, such 
as citizen privacy and the security of data, collected by statistical agencies, 
and administrative data collected by other agencies (privacy and security are 
addressed in Chapter Two and Chapter Seven). 

In order to understand the evolution of data and data policy, it is impor-
tant to note that the root of federal data policy goes back to the Paperwork 
Reduction Act of 1980 and Office of Management and Budget (OMB) Circular 
A-130, Management of Federal Information Resources. Both the Paperwork 
Reduction Act and the OMB Circular established the following key principles:
• sound information management policies are crucial
• government will provide free and open access to data 
• data will be treated as a strategic asset by government

The key challenge now is transforming data into actionable insights for 
government executives. In short, how can government make sense of its vast 
and growing amounts of data to develop new understandings that inform 
decisions? While new technologies now allow for the collection, analysis, and 
sharing of real time data, agencies face the challenge of making data relevant 
and meaningful to decision makers. 

The last two decades have been characterized by a more robust supply 
of useful data and performance information that can serve as a foundation 
for more evidence-based insights and decisions in the future. Government 
policy in recent years has encouraged the greater availability of open data, 
which has contributed to the growing supply of useful information. The 
increased emphasis on open data occurred via administrative and legal chan-
nels, including policies surrounding Open Data commitments, the adoption 
of the Digital Accountability and Transparency Act (DATA Act), and additional 
commitments to make routine administrative data more widely available via 
channels such as Data.gov. 



46 Mark A. Abramson 

Organization of Chapter 

This chapter addresses major developments in how government has 
evolved its use of data between 1998 to 2018. As seen in the chart, “Evolu-
tion of Data: 1998–2018,” the evolution of data can be divided into three 
phases:
• Early action: This phase was characterized by an important shift from 

simply collecting and reporting data to using and analyzing data. Govern-
ment organizations at the federal, state, and local levels all demonstrated 
an increased interest in timelier, more useful data. This emphasis was 
seen in the creation of PerformanceStat initiatives in localities across the 
nation. During this phase, the federal government also continued its inter-
est in the use of data generated by state and local governments. 

• Expansion: Based on the increased production of data, government orga-
nizations began to focus on new ways to more effectively use the datasets 
that were being produced. New, more effective uses of data included 
increased used of analytics, data visualization tools, and big data. 

• Institutionalization: Based on government’s increased experience with 
the creation and use of data, government policies needed to change. 
These changes resulted in a series of new policies, increased use of open 
datasets, and the creation of chief data officer positions. 

  

Evolution of Data: 1998—2018

 – A Shift from Collecting and Reporting Data 
to Using and Analyzing Data

 – Increased Interest in Timelier, More Useful Outcome Data
 – Increased Use of State Government Data by Federal 
Government

1998

2005

2010

2018

2005

2010

Early Action: The Shift to Analyzing Data

Institutionalization: Making Open Data 
More Accessible

Expansion: Toward More Effectively Analyzing Data

 – Increased Use of Analytics 
 – Increased Use of Visualization
 – Increased Use of Big Data

 – New Policy Guidance and Laws
 – Increased Use of Open Datasets by Government 
 – Creation of Data-Focused Governance Positions 
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EARLY ACTION: 
THE SHIFT TO ANALYZING DATA 

While interest in performance management has a long history (as 
described in Chapter Four), great strides were made in the early 1990s to 
mandate and stimulate the collection of data which could be used in perfor-
mance management systems. A notable impetus to organized data collection 
(for use in performance management) was the passage of the Government 
Performance and Results Act of 1993 (GPRA). GPRA mandated the develop-
ment of agency strategic plans, annual operating plans, performance mea-
sures, and reporting systems. 

A Shift from Collecting and Reporting Data to Using and Analyzing Data

The late 1990s and early 2000s witnessed the shift in emphasis from 
the collecting and reporting of data to the analysis and use of data. These 
uses included identifying and understanding problems in need of attention 
in specific government activities and setting goals to measure progress. Tra-
ditionally, government organizations have collected administrative data on 
operations, but the use of such data was often limited. This began to change 
in the 1990s. 

A prime example of the movement to using and analyzing data is the 
implementation of PerformanceStat initiatives that were created at the local 
level and spread throughout the nation in the 1990s. Robert Behn charac-
terizes PerformanceStat as action-oriented, data-informed problem solving 
meetings in government agencies, which focus on using data to find problems 
in need of attention.4 Behn notes that one of the key components of these 
Stat systems is the use of data to analyze specific aspects of an organization’s 
performance. 

The first well-known and most widely publicized “Stat” initiative was 
CompStat, which was created by the New York City Police Department 
in the mid-1990s. Creation of “Stat” initiatives followed in other localities 
throughout the next decade. Numerous IBM Center reports chronicled the 
development of these Stat systems, also discussed in Chapter Four, including 
a 2001 examination of CompStat by Paul O’Connell, Using Performance Data 
for Accountability: The New York City Police Department’s CompStat Model 
of Police Management.5

O’Connell noted that a fundamental, essential principle of CompStat was 
the collection of accurate and timely information (data), and the meaningful 
analysis and dissemination of the data. It is hard today to recall the state of 
technology in the mid-1990s and early 2000s. One of the consistent recom-
mendations from the early years of the Stat movement was the need to have 
an updated information technology infrastructure in place for a Stat system to 



48 Mark A. Abramson 

operate effectively. Equally important, according to O’Connell, was the need 
to compile timely and accurate data to share in advance of the Stat meeting 
(meetings held among senior staff and front-line managers to discuss the data 
presented and take appropriate action). The PerformanceStat movement also 
represented the start of increased attention to the need to make data trans-
parent and publicly available. 

The second well-known PerformanceStat program was CitiStat, which 
originated in Baltimore and was spearheaded by former Mayor Martin 
O’Malley. In his 2003 report, The Baltimore Citi-State Program: Performance 
and Accountability, Lenneal Henderson also focused on the importance of 
data collection to the Stat process.6 Henderson wrote that a key to the suc-
cess of the Stat model is the identification, collection, and analysis of agency 
performance and personnel data. While it is easy to underestimate the chal-
lenges facing the early Stat programs, one of CitiStat’s accomplishments was 
the creation of a computerized information network to collect biweekly data 
from agencies. This biweekly data generated analyses of performance trends 
used in early Geographical Information System (GIS) formats to examine the 
distribution of city services, needs, and challenges. Henderson recommended 
that CitiStat data needed to be better compiled and simplified for both inter-
nal use and broader public use. He also observed that the next challenge for 
CitStat data would be to develop indicators to mark progress on citywide 
mayoral initiatives such as crime reduction, public safety and security, hous-
ing, and health care. The first wave of Stat programs tended to focus on the 
progress and accomplishments of single departments. 

The Stat movement has also been also used in school systems. In their 
2007 report, The Philadelphia SchoolStat Model, Christopher Patusky, Leigh 
Botwinik, and Mary Shelley examined the Philadelphia School Stat program.7 
This Stat program identified key performance indicators that quantified school 
and student performance in multiple areas. The report’s authors found that 
the collection of data did impact the culture of the organization. The authors 
wrote that, based on their interviews with school district staff, “the District’s 
culture has begun to operationalize the regular use of data as part of its man-
agement routines, and this represents an important step toward establishing 
a data-driven organizational culture.”8 Data began to be reviewed by both 
staff and students. SchoolStat and other Stat programs were challenged by 
the faulty assumption that staff would make effective use of data generated 
by the initiative. 

Increased Interest in Timelier, More Useful Outcome Data by Federal 
Government Agencies

During this same time period, the early and mid-2000s, federal agencies 
also increased their emphasis on outcome-focused management, in response 
to GPRA as well as changes in authorizing legislation. In a 2004 report, 
How Federal Programs Use Outcome Information: Opportunities for Federal 
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Managers, Harry Hatry, Elaine Morley, Shelli Rossman, and Joseph Wholey 
examined how federal programs used outcome information.9 The authors 
found that the quality of data continued to be a major problem in successfully 
assessing program outcomes. Specifically, Hatry and his colleagues found:
• datasets were often “old” by the time they reached program managers
• even if the datasets were not “old,” the timing as to when the data 

became available for use by program managers was an issue
• some of the datasets were not actionable to be useful to many program 

managers

These findings led Hatry and his colleagues to recommend that timelier 
data be sought, and that the data be presented in a user-friendly form. The 
federal government would spend the remainder of the decade addressing the 
accuracy and timely collection of data. 

Increased Use of State Government Data by Federal Government

Prior to cities implementing Stat initiatives, the federal government had 
begun developing strategies for better using information from state govern-
ments. In a 2003 report, Strategies for Using State Information: Measuring 
and Improving Program Performance, Shelley Metzenbaum examined the use 
of state information by the federal government.10 Metzenbaum found that 
state performance information was helpful to federal and state government 
when used to identify successes and problems, as well as to trigger focused 
follow-up inquiries that enabled everyone in the delivery systems—from the 
front-line to the federal program office—to better understand the causes of 
problems and contributors to success. 

EXPANSION: TOWARD MORE EFFECTIVELY 
ANALYZING DATA 

During this time period, substantial progress was made on three fronts. 
First, great strides were made in better analyzing the data collected. Second, 
improvements emerged in the use of visualization tools to better communi-
cate the data which had been collected and analyzed. And third, the use of 
big data expanded the capability of government to access and analyze large 
datasets with increased speed. 
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Increased Use of Analytics

The mid-2000s saw significant breakthroughs in data-capturing tech-
nologies, data standards, and data storage, accompanied by improvements in 
modeling and optimization science. With the increase in available data, the 
challenge became placing the data in context to understand its implications 
for decision-making. As a result, noted Tom Davenport and Sirkka Jarven-
paa, new opportunities arose for the use of analytics. In their 2008 report, 
Strategic Use of Analytics in Government, Davenport and Jarvenpaa defined 
analytics as “the extensive use of data, statistical and quantitative analysis, 
explanatory and predictive models, and fact-based management to drive deci-
sions and actions.”11

The increased interest in the use of analytics during this time period 
reflected the realization that many government agencies had considerable 
administrative data at their disposal. Administrative data refers to information 
collected primarily for administrative (not research or statistical) purposes col-
lected by government organizations as part of their transactional activities and 
record keeping. Examples of administrative data include information gathered 
from tax filings, registrations, and in connection to applications for govern-
ment benefits and other administrative activities. However, most agencies did 
not analyze administrative data in detail, which would have enabled them to 
identify opportunities to improve services or increase revenue. 

A major problem identified during this time period, which continues to 
this day, is the limited availability of skilled resources in government agen-
cies to analyze data. A key recommendation from Davenport and Jarvenpaa, 
echoed by other reports discussed in this chapter, was that “…government 
organizations need to develop a cadre of analysts—both professional and 
amateur.”12

During this same time period, the IBM Center and the Partnership for 
Public Service undertook a multi-year project examining the use of data and 
analytics by government agencies. A key lesson that emerged from these 
studies was the insufficiency of merely collecting and reporting data. Govern-
ment had indeed improved its ability to collect and store data. In their 2011 
report, From Data to Decision: Power of Analytics, the Partnership wrote, “…
we learned that data is only the starting point. The data need to be analyzed, 
turned into information and made accessible to staff and executives, and the 
data also is needed to meet varying needs and to be understandable to dif-
ferent audiences.”13 

The Partnership conducted a series of interviews with federal executives 
for this 2011 report. The interviews identified several significant challenges 
regarding data for use in analytics:
• ownership of data
• availability of data 
• maintaining data integrity 
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The 2012 study, From Data to Decisions II: Building an Analytics Culture, 
from the Partnership and the IBM Center echoed the recommendation from 
Davenport and Jarvenpaa—skilled staff were a critical piece in the effective 
use of analytics in government.14 This report found that the government was 
increasing its use of analytics to document what it does, assess effectiveness, 
and determine measurement processes. Based on the use of analytics, agen-
cies were identifying changes which needed to be made to improve program 
performance and achieve better results. 

The need to “embed” an analytics culture into government was a key 
focus of the 2013 study From Data to Decisions III.15 This report emphasized 
encouraging the use of data by employees. The report recommended that 
employees be able to easily see, combine, analyze, and use data. The report 
found that, “Leaders and managers should demand and use data and provide 
employees with targeted on-the-job training.”16

A good example of the use of analytics in the public sector was the 
increased interest in predictive policing. Predictive policing can be viewed as 
a descendent of CompStat in which crime data was used as one input into the 
deployment of police officers in the field. In her 2013 report, Predictive Polic-
ing: Preventing Crime with Data and Analytics, Jennifer Bachner wrote that 
the fundamental notion of predictive policing “is that we can make probabilis-
tic inferences about future criminal activity based on existing data.”17 Bachner 
found that predictive policing faced several major challenges which focused 
on the quality of data and the training of analysts to use the data. Bachner 
found that collecting and managing large volumes of accurate data pointed 
to one major challenge facing the use of predictive policing. A second major 
challenge was ensuring that analysts possessed sufficient domain knowledge 
about law enforcement to analyze the available data. An additional challenge 
emerged as maintaining adequate analytical resources to use the data, a reoc-
curring theme in studies on the effective use of data. In her recommendations, 
Bachner emphasized the need to collect accurate and timely data, and to 
designate leaders who were committed to the use of analytics. 

Increased Use of Visualization 

A major factor in increasing the use of data by government in this time 
period was making it more accessible for users, enabled by the significant 
advance in the visualization of data. While data visualization has a long his-
tory, advances in both hardware and software made it substantially easier to 
use. 

One type of visualization is enabled by the increased use of GIS and, more 
specifically, geo-coding of data. In a 2010 report, Using Geographic Informa-
tion Systems to Increase Citizen Engagement, Sukumar Ganapati examined 
the use of GIS.18 The ability of citizens to visually see transit routes, obtain 
transit information, and to provide citizen-volunteered information was made 
possible by government agencies providing data in standardized formats. This 
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access to public domain data enabled government agencies and third parties 
to develop GIS apps aimed at citizens. The importance of open data and 
standardized formats is discussed further, later in this chapter. 

Another type of data visualization is the use of dashboards by government 
managers to track performance. In a 2011 report, Use of Dashboards in Gov-
ernment, Sukumar Ganapati assessed the impact of dashboards.19 Ganapati 
writes, “Organizational dashboards are often likened to dashboards in plane 
cockpits and cars, which allow the pilot or the driver to see instant information 
about various metrics…and make travel adjustments or spot vehicular issues 
on the fly.” 20 He found that the quality of data was key to the credibility of 
dashboard performance measures. Like other research on the use of data, he 
noted that dashboards were only tools and their effectiveness depended on 
the use by managers. 

In her 2013 report, The Use of Data Visualization in Government, 
Genie Stowers noted that effective data visualization, or graphic display, has 
been used to understand data patterns since 1854 when a doctor in Lon-
don mapped cases of cholera.21 Her report tracked the movement toward 
increased use of visualization in government. She wrote, “The movement is 
the result of numerous converging trends—the open data and transparency 
movements, growing citizen engagement with data, new tools for data mining 
and analysis that use ever larger datasets, advances in web graphic technol-
ogy and interactive online mapping and graphing, and new awareness of the 
need for more proactive citizen engagement.”22 

Increased Use of Big Data 

The mid-2010s saw an increase in the use of big data. As noted earlier, 
technological advances made it dramatically easier to collect and store data, 
with the cost of storing data falling sharply over the years. In his 2014 report, 
Realizing the Promise of Big Data: Implementing Big Data Projects, Kevin 
Desouza reported that not only were storage devices cheaper, significant 
advancements in the science of databases and information retrieval emerged 
as well.23 

In his report, Desouza defined big data as an evolving concept that refers 
to the growth, value, and speed of data, and how data can be analyzed 
to optimize business processes, create customer value, and mitigate risks. 
Desouza quotes authors Viktor Mayer-Schonberger and Kenneth Cukier that 
“big data refers to things one can do at a large scale that cannot be done at 
a smaller one, to extract new insights or create new forms of values, in ways 
that change markets, organizations, the relationships between citizens and 
governments, and more.”24

In their 2016 report, Ten Actions to Implement Big Data Initiatives: A 
Study of 65 Cities, Alfred Ho and Bo McCall referred to big data as “using 
massive amount of data to conduct analyses so that the data patterns and 
relationships can be used for classification, clustering, anomaly detection, 



 Using Data 53

prediction, and other analytic needs in decision making.”25 Ho and McCall 
also reported that, with the advancement of computing technologies and the 
emergence of many data analytic tools, user-friendly platforms can be used to 
conduct more sophisticated program and customer analysis. 

Ho and McCall surveyed 65 cities to understand their use of big data 
and analytics. They found that 75 percent of the cities surveyed reported 
having undertaken big data initiatives, including increased used of analytics, 
better integration of data with budgeting, and using a team approach or multi-
departmental governance structures for their data initiatives. Their survey also 
found that many cities were creating chief data officer positions to lead these 
data initiatives. Cities were also increasingly providing citizen-friendly ways to 
visualize city and access data, as well as empowering citizens to conduct their 
own data inquiries and analysis of city-generated data. 

While Ho and McCall found that big data was being used in the cities 
they surveyed, and had much potential, a variety of issues involving data 
began to surface. The increase in the availability of data created new ethi-
cal and legal challenges in both the public and private sectors. These issues 
included potential privacy and individual rights infringement, hidden inequity 
and discrimination in algorithm-driven decision making, and potential conflicts 
between efficiency, customization, and equal access to government services by 
all. Specific privacy issues include how data should be collected, stored, and 
analyzed, as well as how data should be shared with non-government entities. 

Case Study in Collecting and Using Data: 
The American Recovery and Reinvestment Act of 2009

A key event in advancing government’s ability to collect and use federal finan-
cial and performance data was the implementation of the American Recovery 
and Reinvestment Act of 2009 (Recovery Act). An implementation goal set 
by the Office of Management and Budget was that the use of all Recovery 
Act funds be transparent to the public and that public benefits of the Act be 
reported clearly, accurately, and in a timely manner. Oversight of the imple-
mentation of the Act was assigned to the newly created independent Recovery 
Accountability and Transparency Board (Recovery Board), comprised of agency 
Inspectors General. The Recovery Board had the responsibility to establish and 
maintain a user-friendly, public-facing website, Recovery.gov, to foster account-
ability and transparency in the use of Recovery Act funds over the course over 
the six-year initiative. The Recovery Board also created a Recovery Operations 
Center which was responsible for cross-referencing data from recipient reports 
and other government databases to detect fraud and misuse of funds.26 

The experience of implementing the Recovery Act was a significant “learning 
experience” for the federal government and helped lead to the DATA Act of 



54 Mark A. Abramson 

Identification of Challenges in the Use of Data

A 2018 study by the Pew Charitable Trusts, How States Use Data to 
Inform Decisions, reported the challenges that government executives at the 
state level faced in using data, were similar to those faced at both the federal 
and local levels.27 The report found the following major challenges:

2014 that codified many of the lessons learned by the Recovery Board. In addi-
tion, implementation of the Recovery Act demonstrated many of the capabilities 
and tools discussed in this chapter: 

• Standardization of data collected 
The Recovery Board required the recipients of its funds to input 99 fields 
of numerical and narrative data related to six dimensions of spending. 
By generating detailed, multilayered recipient reports tracking Recovery 
Act financial data, the Act acted as “proof of concept” for future, more 
ambitious public transparency initiatives regarding federal spending. 

• Use of predictive analytics 
The Recovery Operations Center used a variety of tools to mine more than 
25 government and open-source databases, looking for anomalies and 
indicators of fraud or waste. 

• Use of new technologies 
According to Earl Devaney, former chair of the Recovery Board, the 
success of the Recovery Operations Center was based on the Board’s 
ability to find the right set of tools to collect, manage, and analyze 
numerous datasets. 

• Mapping 
The Recovery.gov website provided comprehensive geospatial capability for 
citizens to find Recovery Act spending in their localities and for use by the 
Recovery Board to map incidents of fraud and waste. 

• Cloud computing 
The Board had a clear need to seek new levels of efficiency and cost 
savings in the collection and analysis of data. Their efforts were an 
early demonstration of the value of cloud computing. The move to the 
cloud meant that the Board no longer had to manage the Recovery.gov’s 
physical data center and related computer equipment.

• Continuous monitoring 
The concept of continuous monitoring helped reduce the reliance on 
human analysts to perform predictive analytics. By leveraging big data 
systems, the continuous monitoring process eliminated the need for 
additional interpretation of data before taking action. 
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• Challenge One: Staffing. Few state employees were experienced in both 
policy and data analytics. Many states reported that existing staff lacked 
skills in data analytics or the ability to interpret data findings to make 
policy recommendations. 

• Challenge Two: Data accessibility. Many state agencies had archaic data 
systems, some developed in the 1980s, which made it very difficult to 
access and use data. 

• Challenge Three: Data quality. Data quality issues impaired the analyses 
of data. Many state databases suffered from quality issues which made 
them difficult to use and interpret. 

• Challenge Four: Data sharing. If a state agency wanted to make quality 
data accessible, a combination of problems including organizational cul-
ture, laws, or other factors often prohibited the data from being shared. 

While the Pew report found that data were indeed being used in strate-
gic ways in state decision making, the above four challenges all need to be 
addressed to enhance more effective use of data. The report contains a series 
of recommendations, including the need for a more organized and central-
ized approach to data in the future. Key actions for state leaders include the 
development of “governance structures to guide data use and access while 
also prioritizing privacy” and the need to “take stock of their data systems 
and perform an inventory of data sets.”28 A major part of the data governance 
process involves the need to ensure that quality data could be accessed and 
used by stakeholders. Key steps include improving data quality and acces-
sibility, developing an enterprise view of data, and establishing data sharing 
agreements.  

As has been seen throughout this chapter, concerns continue about the 
need to build government’s capacity to effectively use data. The Pew report 
recommended hiring new staff skilled in data analytics. The report also 
recommended that funding be dedicated to support data-driven projects. 
The federal government now faces the same challenges of skilled staff and 
adequate funding for data-driven projects. 

In addition to addressing governance, staff capacity, and the quality of 
data, the Pew report made a series of recommendations concerning the use 
of data. While this chapter focuses on the availability (or supply) of data, 
Chapter Four addresses issues surrounding the use (demand) of data. The 
Pew report recommended an increase in the use of visualization techniques 
in charts, dashboards, and reports to make the data easier for decision mak-
ers to analyze and understand. Findings from the analysis of data can inform, 
guide, or alter decisions. The Pew report concluded with recommendations 
that agencies should create an organizational culture that prioritizes data col-
lection, and that new legislation and policies are needed to support data use. 
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INSTITUTIONALIZATION: 
MAKING OPEN DATA MORE ACCESSIBLE 

Institutionalization is reflected in several major developments in recent 
years: a series of directives and new policies at the federal level to open up 
government datasets, increased use of existing administrative datasets by 
government executives, and the creation of chief data officer positions. 

New Policy Guidance and Laws 

Starting in 2009, a series of federal policies and laws contributed to 
the opening of data sources to the public. In addition to becoming available 
for use by the public, these open datasets also proved highly useful to gov-
ernment agencies as they delivered their missions. In addition to improving 
accessibility to these datasets, emphasis was also placed on increasing the 
quality of data. Key policy directives included:
• Open Government Directive: This 2009 directive required agencies to 

publish more information online in open and accessible ways. It also 
required agencies to increase the amount of high-value datasets avail-
able to researchers and directed OMB officials to create an interagency 
process for sharing and coordinating data policies.29

• Open Data Policy—Managing Information as an Asset: This 2013 direc-
tive was to promote interoperability, accessibility, and openness in regard 
to data. Agencies were required to use data standards and extensible 
metadata for information creation and collection efforts, and to ensure 
information stewardship.30

• Guidance for Providing and Using Administrative Data for Statistical 
Purposes: This 2014 directive called for greater collaboration between 
program and statistical offices and encouraged agencies to promote the 
use of administrative data for statistical purposes.31

• The Digital Accountability and Transparency Act of 2014 (DATA Act): 
This law aims to make federal spending information more accessible and 
transparent. The law requires the Department of the Treasury to establish 
common standards for financial data provided by all government agen-
cies and to expand the amount of data that agencies must provide to 
USASpending.gov, which is discussed below.32

Increased Use of Open Data Datasets by Government 

The policy directives and new laws outlined above have had a significant 
impact on making government datasets more widely accessible to the public 
and more user-focused. These datasets also proved useful to some govern-
ment agencies in achieving their missions. Two types of new web portals—
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data repository websites operated by the federal government, and external 
data repository websites which used government data—saw increased use. 

Key government-hosted data web portals include:
• USASpending.gov, initially launched in 2007 in response to the Federal 

Funding Accountability and Transparency Act of 2005 (FFATA) mandated 
that federal contract, grant, loan, and other financial assistance awards of 
more than $25,000 be displayed on a publicly accessible and searchable 
website to give the public access to information on how its tax dollars 
were spent. The Digital Accountability and Transparency Act of 2014 
expanded FFATA by establishing government-wide data standards for 
financial data and providing consistent, reliable, searchable, and accurate 
data. The website was relaunched in April 2018 with expanded analytical 
tools and visualization capabilities. 

• Data.gov, launched in 2009 by the Obama Administration to improve pub-
lic access to high-value datasets generated by the federal government. In 
response to the 2013 Federal Open Data Policy discussed above, all future 
government data must be made available in open, machine-readable for-
mats, while continuing to ensure privacy and security.

• HealthData.gov, created in 2012 as an outgrowth of the Health Data 
Initiative (HDI) established within the Department of Health of Human 
Services to make health data more available. At its launch, the website 
contained over 2,000 datasets. The website makes high-value health 
data more accessible to entrepreneurs, researchers, and policy makers in 
the hopes of better health outcomes for all. 

In addition to the establishment of government data web portals, there 
has been an increase in the number of commercial web portals using govern-
ment data. These new websites benefited greatly from the Open Data policies 
of the late 2000s and early 2010s, which made government datasets more 
available and accessible. Notable non-government data portals include:
• DataUSA, created in 2014 as a comprehensive website and visualization 

engine for publicly available U.S. government data. The site provides an 
easy-to-use platform that allows individuals to conduct their own analyses 
and turn data into knowledge. 

• USAFacts, created in 2018 as a non-partisan, not-for-profit civic initiative 
which presents a data-driven portrait of the American population, govern-
ment’s finances, and government’s impact. 

Creation of Data-Focused Governance Positions

In her 2018 report, Data-Driven Government: The Role of Chief Data 
Officers, Jane Wiseman found that there are currently few individuals in the 
federal government with the official title of chief data officer (CDO) at the 
departmental level.33 There is, however, a clear trend to designate individuals 
who will have data responsibilities, some with the CDO title. While few of 
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these individuals will have the same set of responsibilities, most CDO-type 
positions will have a portfolio of activities that include data governance, data 
analytics, geographic information systems, data culture, smart technology, 
data infrastructure, and digital services. There has also been an increase in 
the number of data scientist positions throughout the federal government. 

LESSONS LEARNED 

Based on our review of research on this topic over the past twenty years, 
we identified two key lessons: 

First, data made available for public use has also proved to be useful 
to government organizations themselves. A case study on the impact of the 
transparency requirements from the American Recovery and Reinvestment 
Act of 2009 found that government officials became the primary users of 
the Recovery Act data because it allowed them to manage and track federal 
spending in near-real time. In a 2012 report, Recovery Act Transparency: 
Learning from States’ Experience, Francisca Rojas found that spending trans-
parency became institutionalized in some states and at the federal level in 
response to reporting requirements and that the data was used effectively by 
government executives.34

Second, standardization of data provides a crucial step in the col-
lection and sharing of data. Significant strides have been made since the 
implementation of the Recovery Act. In describing his experience as chair 
of the Recovery Accountability and Transparency Board to monitor Recovery 
Act spending, Earl Devaney noted the difficulty of harmonizing spending data 
across agencies with different data standards. He concluded that, in order to 
effectively track money and to use data to make better-informed decisions, 
government will have to reevaluate how its databases interact and leverage 
each other. Many of the lessons learned in implementing the Recovery Act 
influenced the DATA Act of 2014, which moved government to a more cohe-
sive, centralized accountability framework to track and oversee spending with 
standardized data formats. 

LOOKING FORWARD 

A variety of important issues appear on the horizon regarding the future 
use of data by government agencies. 

How can government use data collected by the private sector? To date, 
the emphasis has been on making data “open” from the government to the 
public, including the private sector. A future challenge will face the private 
sector to make its data “open” to the government and other users. This shar-
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ing would create the possibility of effectively combining data collected by the 
government and the private sector. 

A series of issues relate to sharing of data between federal government 
agencies themselves, between the federal government and other levels of 
government, and between local governments. Presently, the sharing of data 
between federal agencies poses problems because of statutory limits on 
sharing data. Proposed legislation, the Foundations for Evidence-Based Poli-
cymaking Act of 2017, would ease barriers which currently make the sharing 
of data between agencies difficult.35

The capacity of the federal government to both manage and analyze its 
data continues to be a major issue, as discussed earlier in findings from the 
Pew Charitable Trusts report on the state use of data. Another report, the 
2017 report of the Commission on Evidence-Based Policymaking, set forth 
two key capacity challenges for the federal government related to data:
• The capacity to support the full range of evidence-building functions is 

uneven, and where capacity for evidence building does exist, it is often 
poorly coordinated within departments. 

• The federal evidence community has insufficient resources and limited 
flexibilities that restrict the ability to expand evidence-building activities.36 
A key recommendation of the Commission is that the President direct 
Federal departments to increase capacity for evidence building through-
out government.
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CHAPTER FOUR

Managing Performance

Highlights
• Performance management initiatives over the past two decades 

helped shift the conversation within and across U.S. government 
agencies—from a focus on measuring program activities and out-
puts to a focus on achieving mission outcomes.

• These performance management initiatives started with devel-
oping a supply of information via new routines, then moved to 
the use of more sophisticated techniques. Together, these infor-
mation-gathering efforts have gradually contributed to a greater 
demand for performance information by decision makers.

• Trial and error led to the development and institutionalization of a 
performance management framework for the federal government, 
and this performance management framework has successfully 
navigated the transition to successive administrations.

John M. Kamensky
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MANAGING PERFORMANCE

By John M Kamensky 

In the early 1990s, the U.S. Coast Guard had based its marine safety efforts 
on inspections and certifications of vessels such as tug boats. The Coast 
Guard measured its marine safety performance by counting the number of 
inspections and outstanding inspection results that it conducted. A new law 
encouraged it to shift its performance focus to counting the number of acci-
dents, injuries and deaths. The Coast Guard then investigated the causes of 
accidents and found they were largely caused by human error, not equipment 
failures. As a result, the Coast Guard shifted its enforcement strategy from 
inspections of vessels to a joint effort with industry to train crew members 
how to avoid accidents. For the towing industry, the fatality rate dropped 70 
percent between 1990 and 1995.1

INTRODUCTION

The U.S. federal performance management movement is rooted in the 
passage of the Government Performance and Results Act of 1993. But this 
was only one milestone in a much broader trend toward the development and 
use of performance information that includes international, state, local, and 
nonprofit participants.

The scope and depth of different approaches to performance manage-
ment makes this topic difficult to characterize, but academics offer several 
conceptual models to describe the many variations. For example, Geert 
Bouckaert and John Halligan offer four models of performance management 
systems that constitute a continuum of four different levels of maturity:
• The performance administration model: Formal, procedural mecha-

nisms create a linear input/output measurement system that focuses on 
program productivity and efficiency. 

• The siloed performance model: Specialized performance systems for 
different functions and programs are disconnected and lack integration 
among components, even within the same organization.

• The performance management model: Performance measurement used 
not just for accountability but for learning and improvement of operations 
within an agency. Performance information is systematically generated, 
integrated, and used.

• The performance governance model: Collaborative approaches replace 
hierarchical performance management, and are cross-agency and cross-
sector in approach. Multiple independent actors contribute to the delivery 
of public services and inform policy making in conjunction with non-
governmental actors.2
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These four notional performance management models do not exist in a 
pure form anywhere, but they provide a useful construct for understanding 
how different approaches to performance management have evolved over the 
past 20 years, and where it might go in coming years.

Enduring Challenges of Performance Management Drive Reform Efforts

Performance information has long been collected and used to varying 
degrees at the federal, state, and local levels in the U.S. since the early 
1900s, as part of the reforms brought about by the Progressive Movement. 
Localities and several state governments began developing performance 
measurement systems more methodically in the 1970s. The federal gov-
ernment undertook some performance-related initiatives, such the Defense 
Department’s Planning, Programming, and Budgeting System (PPBS) of the 
1960s, but other agencies did not begin in earnest until the passage of the 
Government Performance and Results Act of 1993 (GPRA). That law required 
federal departments and agencies to develop strategic plans, annual perfor-
mance plans, performance measures, and annual performance reports.

By 2010, a number of lessons had been learned in how to effectively 
develop, use, and govern a performance management system. Many of 
these lessons came from the Government Accountability Office’s (GAO’s) 
observations in various reports on GPRA’s implementation, but also from 
agencies’ practical experiences with the effectiveness and impact of various 
performance management routines. Changes based on these lessons were 
incorporated into the GPRA Modernization Act of 2010. 

The overarching implementation challenges highlighted by GAO and oth-
ers pointed to two enduring realities faced by agency implementers, which 
continue today:
• Too much focus on measuring outputs vs. outcomes: The traditional 

hierarchical governance model, especially at the federal level, tends to 
be more suited to focusing on accountability for producing “outputs,” 
such as the student-teacher ratio in classrooms, or the number of hours 
of instruction in given subjects. It is less suited to producing “outcomes,” 
such as the percentage of high school students who graduate and either 
get a job or pursue higher education. Achieving outcomes requires 
dynamic cross-agency measures and the use of collaborative governance 
approaches (see Chapter Six). Again, some progress has been made in 
this dimension, but largely around the edges of the performance manage-
ment framework.

• Lack of a demand for performance information: The law effectively 
mandated a supply of performance plans, measures, and reports, but did 
not influence decision makers’ behaviors sufficiently to create a demand 
for performance information. Numerous efforts, ranging from creating 
incentives through the use of scorecards to creating new organizational 
models, have yet to “crack the code” to embed the use of performance 
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information more systematically in budgeting. In contrast, agencies 
have made progress in using performance information more regularly 
to administer programs. One area of focus in recent years has been on 
the supply of information—making it more readily interpretable via visu-
alization and other interpretive tools, as well as more timely so decision 
makers will see it as more relevant. However, absent a stronger integra-
tion between performance and budget systems, the use of performance 
information by decision makers may continue to be episodic.

In addition to federal performance-related efforts, a number of state gov-
ernments adopted similar laws to GPRA. Similarly, professional communities 
(such as those involved with the implementation of foster care programs) 
and municipal professional associations developed standard measures for 
common functions, such as waste collection and emergency response. In 
addition, by the 2010s, a number of nonprofits, foundations, and advocacy 
groups supported initiatives related to improved performance, evidence, and 
analysis.

Organization of Chapter

As seen in the chart titled, “Evolution of Performance Management: 
1998-2018,” the evolution of the performance movement in the U.S. federal 
government during this time period can be divided into three phases:
• Early action: In response to the adoption of the Government Perfor-

mance and Results Act of 1993, federal agencies began developing 
performance management routines to create a supply of performance 
information. This started with the development of agency strategic plans, 
annual operating plans, performance measures, data collection systems, 
and data reporting systems. These efforts reflect the first two of the four 
performance management models described by Bouckaert and Halligan. 
In addition, there was a new focus by agency leaders on achieving pro-
gram “outcomes” instead of “outputs.” While agencies made a limited 
use of performance information to manage at the federal level, there were 
pioneering efforts to do so at the local level.

• Expansion: This phase reflects the beginning in the shift from creating 
a supply of performance information, to creating a demand for its use 
by managers and policy decision makers. This included uses such as for 
accountability, operational management, and to inform budget and pay 
decisions. This phase can also be characterized as the beginning of the 
development of more sophisticated approaches to collecting and using 
information, such as measures of “unobserved events” (e.g., illegal drug 
smuggling) and predictive measures, such as where and when crimes 
are more likely to occur.

• Institutionalization: Lessons learned from more than a decade of 
experimentation and observation were incorporated into an update of the 
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GPRA law in 2010. This included newly defined governance structures, a 
more stable operating framework, and new authority for agencies to work 
collaboratively on shared outcomes. In parallel, technological advances 
made data collection and reporting less burdensome and more available 
for analysts and decision makers. This contributed to new demands for 
evidence-based decisions and new performance-based program models, 
such as tiered evidence grants and Pay-for-Success programs.

Even with expanded institutional capacity, enduring challenges continue 
for the performance management movement’s efforts to mature to the point 
of achieving the “performance governance” model described above by Bouck-
aert and Halligan. This will require better integration with other management 

Evolution of Performance Management: 1998—2018

1998

2001

Early Action: Creating a Supply of 
Performance Information

 – Developing new performance routines
 – Expansion of Performance-Stat Model
 – Creating a new agency model

2011

2018

Institutionalization: Embedding Performance 
into Broader Governance Framework

 – Implementation of GPRA Modernization Act
• Performance management framework 
• Agency strategic reviews
• Staff capacity
• OMB Evidence Unit

 – Growth of Evidence-Based Government initiatives

2002

2010

Expansion: Creating a Demand for 
Performance Information

 – Increasingly used for:
• Accountability
• Organizational Performance
• Budgeting
• Pay Decisions

 – Increased maturity in the development and use of  
performance information



66 John M. Kamensky 

systems in use within government—personnel, technology, regulatory, bud-
get, etc.—and a greater availability of granular, real-time, and contextually-
relevant performance information. However, the most significant challenge 
facing government leaders will involve adopting performance management 
approaches as their day-to-day leadership strategy, and not just another set 
of government compliance processes.

The remainder of this chapter details these three phases and concludes 
with lessons learned and observations as to what policy makers may face in 
the next few years as the performance movement continues to evolve.

The reader will note that this chapter discusses issues that are also raised 
in Chapter Three, “Using Data,” and Chapter Six, “Becoming Collaborative.”

EARLY ACTION: CREATING A SUPPLY OF 
PERFORMANCE INFORMATION

By 1998, GPRA had been in place for five years, but its requirements 
were only beginning to be applied governmentwide. The 1993 law called 
for at least ten pilot projects for performance goal-setting in agencies before 
a governmentwide launch in 1997, but OMB actually approved about 70 
pilot projects between 1994 and 1996. As a result, many efforts emerged 
across the federal government to develop a set of routines—or administra-
tive processes—for planning, measuring, and reporting. Multiple agencies or 
programs also significantly rethought approaches to achieving their missions 
as a result of implementing the new law.

Developing New Performance Routines

Even with the passage of the Government Performance and Results Act 
of 1993, it took a long time before agencies developed the necessary admin-
istrative routines to meet the law’s requirements. The law required a series of 
pilot projects for developing approaches to:
• strategic plans and goal setting
• annual performance plans, measures, and targets
• performance reports and program evaluation

GAO was directed by Congress to assess agencies’ compliance with the 
implementation of the law’s requirements. The first agency strategic plans 
were to be in place by September 30, 1997, the first annual performance 
plans by September 30, 1998, and the first annual performance reports by 
early 2000. These requirements trickled down to the bureau and program lev-
els in departments and agencies at different rates, with different experiences 
in how the new performance routines were adopted. Some were compliance-
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oriented, while others used the new routines to rethink how they met their 
mission objectives.

Strategic Planning and Goal Setting
GPRA required agencies to develop strategic plans covering at least a 

three- to five-year period. This included the development of mission state-
ments and setting long-term goals. For example, the U.S. Air Force in 1997 
completed a corporate strategic plan with stretch goals that reached out to 
2025. Colin Campbell, in a 2000 report, Corporate Strategic Planning in 
Government: Lessons from the United States Air Force, described how the 
then-chief of staff of the Air Force, General Ronald Fogelman, assembled all 
of the Air Force’s four-star generals in 1996 to develop a long-term vision via 
a collaborative process.3 He then staffed the development of the plan via a 
Board of Directors comprised of the Air Force’s three-star generals. This led 
to the identification of 16 key potential issues, of which four were then further 
fleshed out.

However, General Fogelman retired before the plan was implemented. 
The transition to a new Air Force chief of staff with different priorities led to 
a delay and then the development of a new plan, completed in 2000. Unlike 
the 1997 plan, the process leading to this new plan engaged the Secretary of 
the Air Force—not just uniformed military officers—and resulted in a shorter 
timeframe. Instead of 30 years, it focused 20 years out.

Campbell observed, “Corporate strategic planning does not come natu-
rally to organizations within the U.S. federal government.”4 He found insuffi-
cient staff capacity and too much turnover of top leaders to gain commitment 
to longer-term objectives, but that efforts to be collaborative and engage 
stakeholders helped ensure ultimate success. He concludes that the develop-
ment of a strategic planning routine would likely involve a good deal of trial 
and error to develop a sustainable process. This observation was borne out in 
many other agencies, according to GAO’s assessment of the implementation 
of agency strategic plans.5

Annual Plans, Measures, and Targets
Effective strategic plans should tie to an agency’s day-to-day operations 

in order to be meaningful. This requires the development of annual operating 
plans linked to resources, meaningful measures of progress, and target-setting. 

A particularly challenging example of the development of action plans and 
measures is when this kind of effort is undertaken across multiple agencies 
that are working toward a common result. The Office of National Drug Con-
trol Policy (ONDCP) pioneered the creation of a Performance Measurement 
and Evaluation System in 1997. ONDCP orchestrates the joint efforts and 
strategies of more than 50 federal agencies, with combined resources of $19 
billion, toward anti-drug efforts.



68 John M. Kamensky 

In a 2001 report, The Challenge of Developing Cross-Agency Measures: 
A Case Study of the Office of National Drug Control Policy, Patrick Murphy 
and John Carnevale described the evolution of ONDCP’s performance system 
that spans organizational boundaries. They concluded that even with the stat-
utory limitations of ONDCP to focus primarily on coordination—without any 
authority to direct agency compliance—“it managed to produce an impressive 
set of goals, objectives, and performance measures intended to improve the 
management of federal drug control efforts.6

However, measurement systems sometimes have unintended conse-
quences. In response to GPRA, the Department of Labor pioneered the 
development of a performance management system in the late 1990s for 
the then-new Workforce Investment Act. In a 2005 study, Carolyn Heinrich 
examined the implementation of the new system and found the target-setting 
problematic for unforeseen reasons.7 The system had three elements: 
• performance measures to evaluate progress toward goals
• a method for setting standards and performance targets, and for measuring 

progress against those targets 
• rewards and sanctions for achieving goals

The performance targets to be achieved were negotiated with each state 
using prior year baseline data. But economic conditions changed with the 
2000 recession, so states began to miss their targets for reasons outside their 
control. Heinrich noted: “...states were not prepared or in a position to adjust 
for dramatic economic changes that led to significant risks of failure to meet 
performance targets during an economic downturn.”8

Performance Reporting and Program Evaluation
A key rationale for performance management systems lies in their value 

in creating accountability and learning opportunities, so as to improve per-
formance in the future. This is typically manifested in performance reporting 
and program evaluation routines. Program evaluation routines were pioneered 
in agencies—beginning in the 1970s, in social services agencies such as the 
Department of Health, Education and Welfare (HEW)—but experienced a 
lack of support until the early 2000s.

In a 2009 report, Performance Reporting: Insights from International 
Practice, Richard Boyle examined the performance information in a sample 
of performance reports from four countries (Australia, Canada, Ireland, and 
the U.S.) in order to identify commonalities, differences, and key attributes 
of effective reporting of output and outcome information.9 He found: “On the 
whole, indicators in the U.S. reports are more likely to report on outcomes, be 
quantitative in nature, meet data quality criteria, and have associated targets 
and multiyear baseline data.” Interestingly, the U.S. went a step further with 
the adoption of the GPRA Modernization Act of 2010 stipulating that agency 
performance reporting should be at least annual, with more frequent updates 
of actual performance.



 Managing Performance 69

Performance information helps program managers and stakeholders 
understand “what” happens, but typically does not explain “why” a certain 
level of performance occurs. Understanding “why” requires deeper knowledge 
about a program. This is often found by conducting program evaluations. 
In a 2001 report, Using Evaluation to Support Performance Management: 
A Guide for Federal Executives, Kathy Newcomer and Mary Ann Schierer 
examined the capacities of 13 large federal departments and 10 large agen-
cies.10 They found federal agencies generally had a low capacity for conduct-
ing program evaluations, but a high demand for valid and reliable evidence to 
meet the requirements of GPRA.11 They also found that program evaluation 
could improve agencies’ strategic planning, program delivery, accountabil-
ity to Congress, and link performance results to specific programs.12 They 
concluded that strengthening program evaluation capacity with additional 
personnel and dedicated financial resources “will enhance the likelihood that 
the performance measurement and management framework…will result in 
both improved program management and desired results.”13 Newcomer and 
Schierer recommended bringing together agency-level program evaluation and 
program management staffs to “transfer knowledge” between the two profes-
sional communities.

Examples of the Early Uses of Performance Information

The use of performance information by managers and political leaders 
happened more rapidly in the 1990s at the local level than at the federal 
level. But, as federal agencies began to define outcome-focused goals for 
their programs, the dialogue between the federal government and states and 
localities changed with regard to how federal grants should focus more on 
societal outcomes.

Expansion of the PerformanceStat Model
A new data-driven model for managing performance and accountabil-

ity—ultimately dubbed “PerformanceStat”—was created in the early 1990s 
in New York City, rapidly spread to other cities, and was adopted by various 
state governments and federal agencies over the next decade. 

As noted earlier in Chapter Three, “Using Data,” the New York City 
police pioneered the use of what was initially called “CompStat,” beginning in 
1994, by redesigning the city’s police department accountability approach to 
institutionalize a data-driven approach to policing. Paul O’Connell, in a 2002 
report, Using Performance Data for Accountability: The New York City Police 
Department’s CompStat Model of Police Management, described how New 
York City Police Commissioner William Bratton “shocked his subordinates by 
establishing new, exacting standards of operational performance.” CompStat 
data was gathered and analyzed on a near-real-time basis at the precinct 
level. Crime reduction strategies were derived from these data via twice-
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weekly meetings between the commissioner and precinct commanders.14 
O’Connell wrote: “CompStat has transformed the department into a learning 
organization that can ‘analyze, reflect, learn, and change based on experi-
ence.’”15 By 2001, the CompStat approach was attributed to having reduced 
major crimes in New York City by 63 percent.16 Because of the success of 
the CompStat approach in New York City, its use was rapidly expanded over 
the following decade, covering all city services in Baltimore’s CitiStat program 
under Mayor Martin O’Malley, as described in Lenneal Henderson’s 2003 
report, The Baltimore CitiStat Program: Performance and Accountability,17 
and Robert Behn’s 2007 report, What All Mayors Would Like to Know About 
Baltimore’s CitiStat Performance Strategy.18 It also spread to school systems, 
such as the case detailed in Philadelphia’s SchoolStat Model, a 2007 report 
by Christopher Patusky, Leigh Botwink, and Mary Shelley.19 It then spread to 
entire states, such as Maryland’s StateStat and Washington State’s Govern-
ment Management, Accountability, and Performance (GMAP) system. 

Collectively, professor Robert Behn called these related performance 
management systems “PerformanceStat” in his 2014 book on this manage-
ment phenomena.20 However, this approach did not always carry over intact 
from one elected official to another. Many of these systems disappeared when 
the top political leaders left; others were sustained, but often evolved in new 
directions (e.g., Washington State’s GMAP became “Results Washington,” 
with a new focus). This probably could have been anticipated, notes Behn, 
who says “PerformanceStat is not a system, or a model. It is a leadership 
strategy. For to achieve the strategy’s potential to produce real results requires 
active leadership. Moreover, the leadership team must adapt the strategy to 
fit its specific public purposes.”21 Thus, it should not be expected that the 
management styles of one political leader can readily transition to the next 
political leader.

In a 2003 report, Strategies for Using State Information: Measuring and 
Improving Program Performance, Shelley Metzenbaum found that federal 
GPRA requirements reinforced existing performance-related conversations 
between states, localities, and the federal government. Would federal agen-
cies use state- and local-generated data about their performance? Would 
federal agencies define desired national outcome goals and require states and 
localities to report on progress towards those goals? How would federal agen-
cies treat goals that states set for themselves?22 None of these issues were 
addressed in GPRA. Metzenbaum examined how federal agencies resolved 
these kinds of issues in a series of case studies involving environmental pro-
tection, highway construction, highway safety, and public education.

Metzenbaum found that, “Common measures across states and across 
time are useful for identifying problems to be addressed and successes to be 
replicated.”23 She observed that comparative data was a powerful motivator 
for states to act. She also found that federally mandated goals and measures 
can work, but that if federal agencies “make it a priority to build measure-
ment systems that serve the needs of those they measure” it would lessen 
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the chances that states would organize to dismantle the measurement system 
via appeals to Congress.

Creating a New Agency Model
The National Performance Review in 1996 (later renamed the National 

Partnership for Reinventing Government) attempted to embed performance 
management into federal government culture by creating a new agency model 
that would, “Give agencies that deliver measurable services a greater degree 
of autonomy from governmentwide rules in exchange for greater account-
ability for achieving results.”24 This model was inspired by the British “Next 
Steps” executive agencies initiative which began converting away from tradi-
tional agencies in the 1980s. By 1997, about three-quarters of the British 
government had converted to this new agency model, which remains its 
dominant organizational approach even today. Independent assessments of 
the model—which had been adopted by other countries as well—found it an 
effective way to shift agency cultures to focus more on performance than on 
administrative processes.

The U.S. version was termed a “performance-based organization” (PBO), 
defined as “a government program, office, or other discrete management unit 
with strong incentives to manage for results. The organization commits to spe-
cific measurable goals with targets for improved performance. In exchange, 
the PBO is allowed more flexibility to manage its personnel, procurement, and 
other services.” In a PBO, the agency head would not be a civil servant nor 
a political appointee, but rather someone with strong managerial experience 
hired via a term contract, with a portion of his or her salary contingent on 
meeting agreed-upon performance targets. The PBO would receive statutory 
flexibilities to operate outside traditional governmentwide personnel, pay, and 
procurement systems.25

By the end of the Clinton Administration, three agencies had been desig-
nated as PBOs: Air Traffic Operations, within the Federal Aviation Administra-
tion; the Office of Federal Student Aid, within the Department of Education; 
and the Patent and Trademark Office, within the Department of Commerce. 
The Bush Administration considered adding additional agencies, but never 
pursued the effort. These three agencies continue in their PBO status.

A New Focus on Outcomes Over Outputs
In addition to developing measurement systems and capacity, GPRA 

changed the conversation within many agencies. Harry Hatry, Elaine Morley, 
Shelli Rossman, and Joseph Wholey, in a 2003 report, How Federal Programs 
Use Outcome Information: Opportunities for Federal Managers, profiled 16 
federal programs that made use of regularly collected outcome information.26 
A number of these initiatives were initiated in response to GPRA. For example, 
the Department of Housing and Urban Development (HUD) created in 1998 
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its Real Estate Assessment Center to collect and assess information on public 
housing. These data were provided to local HUD program offices to help them 
“identify risks and direct resources to improve the quality of public housing.”27 
The Assessment Center used its data to create scores for housing projects, 
which in turn informed improvement plans for “standard” performance and 
helped teams for troubled performers. The resulting outcome data identified 
high performers, poor performers, common problems, and solutions.

The focus on outcomes had become part of a worldwide performance man-
agement trend. In a 2006 report, Moving from Outputs to Outcomes: Practical 
Advice from Governments Around the World, Burt Perrin provided substantial 
evidence from a World Bank roundtable of government officials from around 
the world that a wide range of countries—both developing and developed—
were moving toward a results-oriented approach. He wrote: “Implementing 
an outcome focus represents a fundamental shift in the nature of thinking, 
acting, and managing within the public sector, away from a focus on process 
and on what one needs to do, to a focus on benefits.”28 He described how the 
motivating force behind this trend was expressed by participants as: “We are 
supposed to be in the business of improving services to citizens, and outcomes 
are what are important to them.”29 Like in the U.S., other countries used both 
a top-down and bottom-up approach to linking outcomes to strategy. Perrin 
concluded with the observation that a focus on outcomes is not so much an 
administrative initiative as a “fundamental change in the approach to thinking 
and managing within government.”30

EXPANSION: CREATING A DEMAND FOR 
PERFORMANCE INFORMATION

Performance management routines that created a supply of performance 
information in the 1990s and early 2000s did not necessarily lead to an 
expected demand for the information by managers and decision makers. 
Starting in 1997, GAO conducted periodic surveys of mid-level federal manag-
ers on their use of performance information to support operational decisions. 
Every GAO survey found that only about one-third of managers responded that 
they used available performance information.31

While GAO could not identify why there was so little use, Behn wrote in a 
2003 article that: “The leaders of public agencies can use performance mea-
sures to achieve a number of very different purposes, and they need to care-
fully and explicitly choose their purposes. Only then can they identify or create 
specific measures that are appropriate for each individual purpose.”32 He also 
described a series of purposes for which agency leaders and managers could 
use performance information, such as to evaluate performance, to control 
subordinates, and to learn and improve performance. Understanding these 
potential uses helps target strategies to better engage leaders and managers 
about using performance information in the course of their decision making.
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An Increase in Ways Performance Information is Used in Decision 
Making

Following are four ways that expanded the use of performance informa-
tion in government agencies: 
• greater accountability 
• improving organizational performance 
• making budget decisions 
• informing employee pay decisions

Using Performance Information for Greater Accountability
Metzenbaum, in a 2006 report, Performance Accountability: The Five 

Building Blocks and Six Essential Practices, explored what it means to “hold 
someone accountable” without creating a culture that would worry primarily 
about avoiding punishment.31 Typically, if a measurement system focuses on 
accountability, managers are incentivized to set lower performance targets for 
their organizations and themselves. But, she found, if a measurement sys-
tem focuses on performance improvement, then managers tend to be more 
comfortable with higher performance targets. Ideally leaders want both, but 
there are trade-offs. Managing this tension is possible, by creating five build-
ing blocks:
• Goals: clear, measurable goals that drive the performance of an organiza-

tion
• Framework: a measurement framework that connects individual efforts 

to the progress and overall outcomes related to the organization’s goals
• Individual Feedback: one-on-one verbal feedback that stimulates ideas 

and specific plans for meeting goals
• Group Feedback: group feedback that encourages “interactive inquiry,” 

such as the approach used in Baltimore’s CitiStat sessions
• Incentives: a cautious use of incentives, with a focus on group rather 

than individual performance

Along with these building blocks, Metzenbaum described managerial 
practices to ensure the building blocks work. These include actions such as 
“measurement mastery,” where managers study their data to look for pat-
terns, anomalies, and relationships to find what works and what doesn’t; 
and developing longer-term strategies, coupled with shorter-term action plans 
based on the best available evidence and ideas.

President George W. Bush launched the first President’s Management 
Agenda in 2001. The Agenda included an initiative to “create an integrated 
plan/budget and to monitor and evaluate its implementation.” But this 
approach was soon seen as too ambitious and vague. The focus of the 
Agenda became more targeted with the creation of an accountability system 
for individual federal programs in 2003 in order to make them more results-
oriented. The Office of Management and Budget developed an assessment 
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framework, which it named the Program Assessment Rating Tool (PART). The 
PART was based on a scoring system, ultimately used to assess about 1,000 
individual programs. OMB intended to use these scores to hold program man-
agers accountable and to make funding decisions. 

In a 2006 report, Implementing OMB’s Program Assessment Rating Tool 
(PART): Meeting the Challenges of Integrating Budget and Performance, John 
Gilmour assessed the progress of the PART initiative and found “little evi-
dence that PART has caused significant changes in program management.”34 
Later assessments by GAO confirmed this assessment, noting: “of the federal 
managers familiar with PART, a minority—26 percent—indicated that PART 
results are used in management decision making, and 14 percent viewed 
PART as improving performance.”35

Using Performance Information to Improve Organizational Performance
Other approaches were employed in attempts to use performance infor-

mation to improve organizational performance. These approaches met with 
varying degrees of success. For example, a private sector approach called 
Balanced Scorecard was adopted by several federal agencies. A 2006 report 
by Nicholas Mathys and Kenneth Thompson, Using the Balanced Scorecard: 
Lessons Learned from the U.S. Postal Service and the Defense Finance and 
Accounting Service, examined these two agencies’ experiences.36

The Balanced Scorecard calls for forward-looking measures that balance 
different perspectives of an organization’s performance in order to create a 
more strategic assessment of how well that organization meets its vision and 
strategy. As Mathys and Thompson describe it, “The balanced scorecard, or 
BSC, is primarily a tool for translating an organization’s strategy into action.”37 
The typical Scorecard includes financial, customer, learning and growth, and 
internal business process measures. In their assessment, they concluded, 
“we have seen some dramatic improvements in their performance resulting 
from the use of the balanced scorecard and the organizational culture and 
fact-based improvement that are part of the process,” but that it takes a 
focused effort from top management to sustain.38 When agency leaders who 
championed these approaches left, the systems fell into disuse.

A second approach was the expanded use of the PerformanceStat model 
at the federal level. In a 2010 report, A Guide to Data-Driven Performance 
Reviews, Elizabeth Davies and Harry Hatry described the use of data-driven 
performance reviews pioneered by several federal agencies.39 The federal 
“data driven” reviews were patterned after the PerformanceStat reviews ini-
tially developed by states and localities. They consisted of regular, data-driven 
review meetings led by senior agency officials. For example, the Department 
of Housing and Urban Development’s HUDStat launched in 2010 and focused 
on four priority goals. Meetings focused on the progress of one of the four 
goals and were attended by the secretary and up to 30 invited participants 
from across the department engaged in that particular performance goal.
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Based on their observations, Davies and Hatry developed a “how-to” 
guide for implementing data-driven reviews in other agencies. This approach 
was ultimately endorsed by OMB and used by agencies to conduct effective, 
data-driven decision forums. The most notable of these, which successfully 
navigated the transition from the Obama to the Trump administration, are the 
annual agency reviews of progress against strategic objectives, and the statuto-
rily required quarterly reviews of progress of agency priority goals.

Using Performance Information to Inform Budget Decisions
A third use of performance information that expanded in recent years 

has been to inform budget decisions. Anecdotal experience suggests that, at 
the federal level, Congress only intermittently uses performance information 
to inform budget decisions—but that executive branch agencies do so on a 
more consistent basis.

In a 2003 report, Linking Performance and Budgeting: Opportunities in 
the Federal Budget Process, Phil Joyce identifies challenges to tying budget to 
performance information within executive branch agencies, mainly in the con-
text of the PART tool. At the time, the Bush Administration was also prepar-
ing a performance budget based on demonstrated effectiveness of programs. 
However, Joyce noted, “the relationship between funding and performance is 
not well understood, even where good performance data exist.”40 He further 
observed that saying budgeting and performance should be integrated “is not 
the same thing as doing it.”

A more optimistic assessment was provided by Lloyd Blanchard in a 
2006 report, Performance Budgeting: How NASA and SBA Link Costs and 
Performance.41 Blanchard had been an appointed executive in two large 
federal agencies (NASA and the Small Business Administration) where he 
introduced two different methodologies—Full Cost and Activity-Based Cost-
ing—in an attempt to connect cost information with performance information. 
He described each approach, along with their strengths and weaknesses, 
and offered advice on ways to improve cost allocations in order to better link 
budget and performance decisions. However, this approach never gained trac-
tion with other agencies, and fell into disuse in the two agencies after he left.

A third report, Four Actions to Integrate Performance Information with 
Budget Formulation, by John Whitley in 2014, offered four pragmatic actions 
agencies could undertake in order to better integrate performance and budget 
information at a more granular level. He observed that the budget and perfor-
mance professional disciplines have different data needs and processes and 
that they need better alignment so performance measurement is seen “as a 
key component of an agency’s internal analysis function, not just a collection 
and reporting function for external accountability.”42 Whitley’s four suggested 
actions are:
• Engage agency leadership: Ensure interest and constructive involvement 

in using performance information to improve outcomes when making 
budgeting decisions.



76 John M. Kamensky 

• Focus on the development and use of analytic talent: Talent needs to 
bridge both performance and budget functions within the agency, and 
analyses that offer alternatives for decision makers.

• Improve the budget formulation process: Budget formulation should be 
“capable of isolating, analyzing, and constructively presenting issues for 
decisions to leadership.”43

• Reform agency budget account structures: Account structures should 
align costs of an activity or program within a single budget account and 
define cost elements that occur in different years so that agency staffs 
can construct more accurate cost estimates.

While agency-wide use of performance information in budgeting has not 
been widely adopted, it has been woven into selected elements of budgeting. 
For example, beginning in 1999, OMB began requiring greater justifications 
for information technology investments by agencies, requiring agencies to 
include performance information via its “Exhibit 300B,” used by agencies to 
justify information technology investments. OMB required agencies to “Iden-
tify performance targets for evaluating operations,” and other performance-
related metrics. In the late 2010s, this requirement was absorbed into a 
broader IT Dashboard that tracks the implementation of IT investments across 
all agencies.44

The topic of performance-informed budgeting will likely remain of interest 
to government reformers, but past experience shows that acting on any such 
initiatives will require top-level sustained attention.45

Using Performance Information to Inform Pay Decisions
A fourth potential use of performance information has been to inform 

decisions about levels of pay for civil servants and career executives. Much 
like performance-informed budgeting, more has been written than done in this 
area. Nevertheless, it is a perennial topic of interest.

In 2002, legislation creating the Department of Homeland Security autho-
rized the creation of a performance pay system for the department and for the 
career Senior Executive Service across the entire government. And, in 2003, 
the Defense Department was authorized to overhaul its personnel performance 
management system to be more performance-based as well. A 2004 report by 
Howard Risher, Pay for Performance: A Guide for Federal Managers, describes 
different pay-for-performance models and offers advice to managers in these 
agencies on lessons learned in designing successful performance-based pay 
systems in the private sector and in a dozen federal pilot programs. Risher 
“warns that the transition to a pay-for-performance environment is not going 
to be easy.”46

GAO, in a 2009 report assessing the implementation of the new Defense 
pay system, observed: “As DOD and the components proceeded with imple-
mentation of the system, survey results showed a decrease in employees’ 
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optimism about the system’s ability to fulfill its intent and reward employees for 
performance.” In response to GAO’s observations and other complaints about 
the fairness of the pay-for-performance systems, Congress abolished both the 
Defense and Homeland Security pay-for-performance systems in early 2010.47 
Nevertheless, in a 2017 testimony before Congress, GAO did not recommend 
abandoning this approach. It noted that “implementing a more market-based 
and more performance-oriented pay system is both doable and desirable. 
However, we also found that it is not easy.”48 In 2018, the President’s budget 
proposed to move from a tenure-based pay system to a performance-based 
pay system.49

An alternative approach being used by some federal agencies is the use 
of performance-oriented pay-banding. A 2007 report by James Thompson, 
Designing and Implementing Performance-Oriented Payband Systems, exam-
ined initial efforts by nine federal agencies that adopted performance-oriented 
pay banding systems.50 Pay banding takes the existing 15-step pay structure 
used by the federal government over the past six decades and allows agencies 
to restructure job positions into broader categories. For example, one agency 
reduced its existing 15-step structure into three broad pay bands. 

According to Thompson, “With paybanding, there is no need to make fine 
distinctions between the duties or responsibilities of different jobs because 
many related titles can be accommodated within a single band.”51 Pay band-
ing provides greater organizational agility by allowing greater lateral movement 
within an agency. For managers, it shifts the emphasis within the performance 
system from the “job” to the “person.” Thompson “makes the case that suc-
cessful designs are those that (1) achieve a balance between efficiency, equity, 
and employee acceptance; (2) acknowledge the importance of soft as well 
as hard design features; and (3) fit the organization’s context.”52 However, to 
date, this approach has not expanded more widely in the federal government.

Increased Maturity in Development and Use of Performance Information

Another aspect that increased demand for performance information dur-
ing the expansion years was the availability of new techniques to collect and 
use data, and more sophisticated treatment of data in analyses that increased 
the utility of performance information to decision makers.

Easier Data Collection and Visualization Tools
Over the past decade, government began to share administrative data 

more readily, both within and across agencies. For example, OMB’s 2013 
directive on open data directs agencies to treat data “as an asset” and to 
make administrative data interoperable and machine-readable.53 This is 
described in more detail in Chapter Three. Related to making data more read-
ily available was the drive to make data more consumable by decision makers. 
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This is exemplified by the rapid spread of geographical data and dashboards 
across government agencies. In 2013, a report by Genie Stowers, The Use of 
Data Visualization in Government, noted that, “The best visualizations help 
viewers understand not only the data, but also their implications.”54

In a 2010 report, Using Geographic Information Systems to Increase Citi-
zen Engagement, Sukumar Ganapati described the rapid spread of mapped 
data, such as the location of Recovery Act projects around the country, so 
that citizens could see where these funds were being spent, and by whom.55 
And in a 2011 report, Use of Dashboards in Government, Ganapati described 
the expanded use of dashboards for internal agency and public use, such as 
the Recovery.gov and Performance.gov websites.56 Dashboards can put easily 
digestible information in one place for a busy reader. As Stowers notes, “Even 
with these more sophisticated means of analysis, government managers still 
have the challenge of explaining issues and results to decision-makers and the 
public; that is where data visualization comes in.”57

More Sophisticated and Nuanced Uses of Performance Information
Probably one of the most interesting developments during the expansion 

phase was the evolution of more sophisticated and nuanced uses of perfor-
mance information by program managers and decision makers.

In a 2013 report, Incident Reporting Systems: Lessons from the Federal 
Aviation Administration’s Air Traffic Organization, Russell Mills described how 
the Federal Aviation Administration (FAA) developed a performance reporting 
system that tracks operational errors by air traffic controllers.58 By analyzing 
patterns of these errors, FAA revised its operating procedures and train-
ing protocols to reduce or preclude future incidents, thereby reducing risks 
of accidents. Mills addressed FAA’s strategies over the previous decade to 
systematically develop measures, targets, and reporting methods to create 
an effective incident reporting system. The lessons from FAA’s approach to 
developing its incident reporting system apply in other policy domains, such 
as food safety violations, reporting sexual assaults in the military, or privacy 
breaches.

Another challenge to performance analysts is how to measure “unob-
served events.” For example, how can we know if law enforcement strategies 
actually work to prevent or deter crime? To assess this requires an ability to 
measure events that cannot be observed, such as tax cheating, drug smug-
gling, or illegal immigration. In a 2012 report, Five Methods for Measuring 
Unobserved Events: A Case Study of Federal Law Enforcement, John Whitley 
described five data estimation methods being pioneered in different federal 
law enforcement agencies. He concluded that when decision makers sys-
tematically analyze their existing data, “it is possible to bring about radical 
reforms” and achieve impressive improvements in performance.59

A third example of using performance information in a more sophisticated 
manner was reflected in a 2013 report by Jennifer Bachner, Predictive Polic-
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ing: Preventing Crime with Data and Analytics, on the use of data and analyt-
ics to predict crimes in city neighborhoods and prevent them from occurring.60 
Bachner describes how new policing approaches in selected communities are 
using “big data” techniques common among commercial retail stores such as 
Walmart, to predict criminal behavior. These same tools apply in other policy 
areas such as predicting and preventing homelessness, reducing tax fraud, 
and mitigating communities vulnerable to natural disasters.

A fourth example of the increase in sophistication in the use of perfor-
mance information has been the growing interest in the use of evidence-based 
decision making and program evaluation. A 2018 paper by Nick Hart and 
Kathy Newcomer describes a wide range of initiatives undertaken in both the 
Bush and Obama Administrations to use evidence and performance infor-
mation to improve organizational performance. In the Bush Administration, 
assessments of the efficacy of individual programs was integral to its Program 
Assessment Rating Tool and created a new demand for program evaluations. 
And in the Obama Administration, Hart and Newcomer wrote, “The adminis-
tration emphasized using evaluation to assess causal impacts for determining 
whether to fund or not fund programs.”61 They concluded that the value of 
evaluation holds bipartisan interest. 

These evidence and evaluation initiatives have operated separate from, 
but in parallel to, the performance management movement. But a 2018 article 
by Alexander Kroll and Donald Moynihan observes that “evaluations facilitate 
performance information use by reducing the causal uncertainty that manag-
ers face as they try to make sense of what performance data mean.”62 They 
recommend greater integration between these two professional disciplines, 
much like Newcomer and Schrier did in their 2002 report, discussed earlier.

Identifying Challenges to Institutionalization

During the expansion years, the development and use of performance 
information revealed a number of implementation challenges. The following 
five challenges were subsequently addressed during the institutionalization 
phase that followed, as discussed in the next section.

Challenge One: Developing a Governance Framework
A federal performance management framework did not exist in law until 

GPRA in 1993. An earlier law, the Chief Financial Officers Act of 1990, 
placed a statutory duty on CFOs to provide for “the systematic measurement 
of performance,” but most CFOs focused their energies on other priorities. 
Consequently, OMB and agencies varied widely in their approaches to define 
roles and responsibilities, during the early steps and expansion phases.
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Challenge Two: Defining the Unit of Analysis
The organizing construct for measuring performance changed between 

the Clinton, Bush, and Obama administrations, from a focus on agency per-
formance, to program-level performance, to a focus on strategic outcomes. 
As the focus for the organizing construct changed, significant shifts occurred 
in what agencies and program managers focused on to comply with the 
expectations of their respective administrations. In many cases this drained 
energy from agencies’ ability to use the performance management system to 
improve performance.

Challenge Three: Linking Performance Information to Decision Making
As noted earlier, multiple potential uses of performance information exist, 

as well as multiple potential users. The goal of “using data, evidence, and ana-
lytics to create insight that influences decision making, actions, and results” 
became the focal point of most agency performance management systems, 
but only after much trial and error in terms of agencies producing various 
reports and data feeds in response to the requirement of GPRA.

Challenge Four: Distinguishing Between Executive Versus Legislative 
Uses

The GPRA statute and many policy makers presumed that Congress 
would be a key user of performance information. When congressional appro-
priation committees explicitly rejected using performance information being 
reported by agencies, some observers felt that the law was a failure. However, 
agencies have made greater use of performance information in the budget 
development and execution processes than previously thought.

Challenge Five: Using Performance Information for Accountability 
Versus Learning Purposes

Because performance information has multiple uses and users, there 
is a constant tension between its use for accountability versus its use as a 
learning device. The emphasis on accountability versus learning varied signifi-
cantly during the early stages and expansion phases, often depending on the 
philosophy of political leaders at the time.
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INSTITUTIONALIZATION: EMBEDDING 
PERFORMANCE INTO A BROADER 

GOVERNANCE FRAMEWORK

The institutionalization phase, which began roughly around 2010, 
addressed many of the issues identified above. The GPRA Modernization 
Act of 2010 incorporated many of the lessons learned during the expansion 
phase. It put into place a statutory governance structure by:
• designating agency chief operating officers (typically deputy secretaries 

or equivalents)
• designating agency performance improvement officers, who report to the 

chief operating officers 
• creating a cross-agency Performance Improvement Council, comprised of 

agency performance improvement officers, to coordinate performance-
related initiatives

The new law also clarified the authority of agencies to work across agency 
boundaries on common goals, authorized the designation of cross-agency goal 
leaders, and mandated quarterly progress assessments towards cross-agency 
goals, released publicly for accountability purposes.

In a 2013 report, The New Federal Performance System: Implementing 
the GPRA Modernization Act, Donald Moynihan described key challenges 
facing the new law’s implementers: the need to ensure that the law’s many 
procedural requirements do not overwhelm federal agencies through a focus 
on compliance rather than on improving performance. He optimistically noted 
that, if implemented thoughtfully, the new law could catalyze a culture that 
thrives on outstanding performance.63

Implementing the GPRA Modernization Act by Embedding New 
Routines into Existing Administrative Processes

In a 2016 article, Moynihan and Kroll assessed early efforts to implement 
the GPRA Modernization Act’s goal of establishing a series of new routines to 
encourage the use of performance information. They wrote that these “routines 
centered on the pursuit of cross-agency priority goals, the prioritization of a 
small number of agency goals, and data-driven reviews.” They concluded that 
agency managers were using data from these routines at a higher rate than 
before these routines were put in place.64 They saw this as an encouraging 
sign of progress.

In addition to these new statutory routines, several other actions further 
institutionalized the use of performance information. These include:
• the creation of an overarching federal performance management frame-

work and performance management cycle that successfully made the 
transition from the Obama to the Trump administration.65
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• the creation of agency annual reviews of strategic objectives outlined in 
their strategic plans. These reviews inform long-term strategy and budget 
formulation, and identify areas for improvement.66

• the creation of an Evidence and Innovation Unit within OMB in 2013 to 
serve as the catalyst, convener, and champion for the development and 
use of evidence in agency program decision making. The unit works with 
the OMB office responsible for performance management issues, in order 
to integrate with budget, performance, and risk management routines.

Growth of Evidence-Based Government Initiatives
Efforts began in the late 2000s to take a longer, more strategic look at 

how to manage austerity by finding what works and targeting dollars accord-
ingly instead of funding programs that cannot demonstrate effectiveness. This 
trend is the heart of what is being called “evidence-based government,” and 
there are initiatives both inside and outside the federal government to use 
evidence and program evaluations to reframe budget debates in ways that 
reflect value created, not just dollars spent.

In addition to OMB’s Evidence and Innovation Unit’s efforts, bipartisan 
congressional support for a wide range of initiatives at the federal, state, local, 
and non-profit levels includes:
• the creation of tiered-evidence grants, where new, untested programs 

receive small amounts of funds and funding increases over time as pro-
grams can demonstrate their effectiveness

• performance contracting, where service contractors deliver results based 
on pre-defined targets to government purchasers

• pay-for-success programs, where investors fund social services up front 
and, based on demonstrated success, government pays for results 
achieved

Following are examples of how these initiatives result in new service 
delivery models:
• Tiered Evidence Grants: GAO examined this relatively new grant-making 

approach in 2016. According to GAO: “Under this approach, agencies 
establish tiers of grant funding based on the level of evidence of effec-
tiveness provided for a grantee’s service model. Agencies award smaller 
amounts to promising service models with a smaller evidence base, while 
providing larger amounts to those with more supporting evidence.”67

GAO further noted: “Proponents of tiered-evidence grants contend 
that they create incentives for grantees to use approaches backed by 
strong evidence of effectiveness, encourage learning and feedback loops 
to inform future investment decisions, and provide some funding to test 
innovative approaches.” Patrick Lester, in a 2017 report, Tiered Evidence 
Grants—An Assessment of the Education Innovation and Research Pro-
gram, examined the U.S. Department of Education’s Education and Inno-
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vation Research program and found promising success in distinguishing 
effective from ineffective projects.68

• Performance Contracting: Patrick Lester, in a 2016 report, Building Per-
formance Systems for Social Service Programs: Case Studies in Tennes-
see, writes that performance-based contracts create financial incentives 
or penalties for providers to meet pre-defined performance benchmark 
targets in social services. This approach differs from traditional fee-for-
service contracts that use fixed payment rates for services provided. In 
the case studies in Lester’s report, the performance incentives are to 
place children in permanent homes with foster families instead of hous-
ing them in group homes. He says that performance-based contracts 
can take a policy initiative to scale because they are straightforward and 
easy to understand, and they allow flexibility in changing service delivery 
approaches over the course of the contract because “Most performance-
based contracts…specify only the outcomes to be achieved, leaving 
providers freedom to decide how to meet them.”69

• Pay-for-Success Programs: Like performance-based contracts, pay-for-
success programs (also called “social impact bonds”) tie payments to a 
provider’s performance in delivering outcomes. However, social impact 
bonds link funding to meeting pre-determined performance goals. Pay-
ments are not made until results are achieved. This creates substantial 
risks for providers, but has attracted bipartisan political attention and the 
support of various non-profits, universities, and foundations.

Beginning in 2009, OMB and agencies undertook a series of initiatives to 
build or expand the skills and capabilities of federal agency staff to be more 
evidence- and evaluation-based in their decision making. In some cases, this 
required new money. But, in many other cases, this changed how existing 
work was done. Initiatives developed in subsequent years included: building 
greater agency-level analytic capacity, increasing the amount and variety of 
data available for analysis, increased use of existing administrative data, and 
the creation of “what works” repositories in agencies.70

LESSONS LEARNED

Government has made substantial progress over the past twenty years 
in developing a results-oriented performance management framework. Most 
of the progress has been iterative, with many setbacks but steady progress. 

As many of the examples cited above demonstrate, successes have not 
often taken root with long-term sustainability over time. In fact, one long-time 
observer, Beryl Radin, has expressed some skepticism as to the ability of 
the performance movement to institutionalize an overarching approach into 
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the federal system, given its complexity. She notes there are at least seven 
different perspectives or users, such as program managers, planners, policy 
staffs, budgeteers, and political leaders. She suggests that, absent a single 
agreed-upon theory or model across these varied perspectives, modesty and 
a rejection of one-size-fits-all approaches will be important attributes for the 
future success of the performance movement.71

Nevertheless, because of the statutory framework and a bipartisan com-
mitment by top government executives, the performance movement seems 
assured of a place at the table. Yet, still more that needs to be done before 
performance becomes embedded as part of the government’s culture. Follow-
ing are several lessons gleaned from observations over the past two decades.
• First, it takes time, effort, and commitment. The seemingly simple goal 

of “creating performance information that is useful and used” sounds 
easy, but in reality there are substantial challenges, both technical and 
personal, to meeting that goal. There are challenges related to definitions, 
measurement, analysis and methodology. And there are organizational, 
political, and human behavioral challenges. Developing a multi-dimen-
sional strategy and long-term commitment is essential. Robert Behn 
probably puts it best when he says that performance management isn’t 
a system, but rather a leadership strategy. 

• Second, successfully linking performance information to decisions is 
less a technical issue than a human behavioral issue. Both managers 
and employees must trust data before they will use it for actions that may 
have significant consequences. Analyses of performance information have 
to be readily interpretable by busy leaders or they will revert to intuition 
instead of using data to make decisions. Ideally, causal links between the 
data and results will allow leaders to have confidence in making decisions 
on data that will result in the change desired. In addition, agency leaders 
will need to create and embed both individual and organizational incen-
tives to be more results-oriented and performance-based. And in the end, 
the insights derived from data need to be tied to concrete steps that can 
be taken to influence desired results. 

• Third, performance information is increasingly used by a broader set of 
government and public users. While congressional use lags, performance 
information is increasingly used by government executives and program 
managers to inform operational decisions and budget choices. In addition, 
more performance information is being shared with the public to inform 
a wide range of individuals’ decisions—on healthcare choices, travel 
routes, education opportunities, and housing locations, to name but a 
few. As the use of artificial intelligence expands and creates the ability to 
tailor information needs to specific individuals or situations in real time, 
the potential for greater use in day-to-day decisions becomes more likely.
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LOOKING FORWARD

While performance management may now be formally institutionalized 
via the GPRA Modernization of 2010, it still is not ingrained as part of the 
organizational culture in government. Moynihan and Kroll write that, as per-
formance routines become embedded into government, they will drive a new 
culture. However, Behn says that leaders need to explicitly adopt performance 
management as their leadership strategy, and that this will foster culture 
change. Most likely, both approaches will be needed.

Going forward, three key steps could help further ingrain the use of per-
formance management approaches to create a culture where decisions are 
based on data and evidence, including: 
• Embedding performance management as a part of the front-line cul-

ture: Line managers need to view performance management not as a 
compliance cost but a way of doing business. But studies show little 
progress on this front over the past two decades. Interestingly, some 
potential for addressing this comes via the relatively new field of “behav-
ioral sciences,” which may provide new strategies to incentivize behaviors 
and attitudes regarding the integration of performance information into 
frontline work.72

• Creating stronger, more explicit “line-of-sight” links: Creating links 
between broader strategies, program budgets, and individuals will 
improve decision making and demonstrate relevance. For example, one 
approach might involve “portfolio budgeting” to frame broader strategic 
tradeoffs in the allocation of resources. This could be a long-term out-
growth of the agency annual strategic review process.73

• Making performance information more granular, real-time, contextual, 
predictive, and intuitive: Managers are more likely to use information 
that is relevant and reliable for their specific needs, and tied to how they 
normally “do business,” whether through administrative systems or their 
agency’s budget process. If performance information is easy to use, and 
seen as integrated into their existing administrative routines, then the 
likelihood it will be used will increase.

Taking steps such as these could help move the U.S. federal government 
closer to the “ideal” performance governance model described by Bouckaert 
and Halligan in their 2009 book, as well as a long-term vision for modernizing 
the federal government.
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CHAPTER FIVE

“Liking” Social Media

Highlights
• The rise of social media has provided a highly useful set of tools 

for government at all levels in its quest to both inform and engage 
citizens. New technology-based tools can engage citizens through 
crowdsourcing and a variety of social media platforms.

• Government now uses social media to more effectively communi-
cate with its own employees via tools such as ideation platforms, 
social intranets, and wikis. 

• The federal government institutionalized the use of social media 
by creating new policies and guidance, as well as enhancing its 
organizational and staff capabilities. 

• In the future, government will need to devote increased attention 
to managing the risks associated with social media. The future is 
also likely to see a greater emphasis on improving the user experi-
ence and engaging citizens.

Mark A. Abramson
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“LIKING” SOCIAL MEDIA 

By Mark A. Abramson 

Bob Burns began his career as a Transportation Security Administration 
(TSA) screener at the Cincinnati-Northern Kentucky International Airport in 
2002. Brand new to TSA, Burns says he volunteered for “anything and every-
thing.” In 2008, he started a blog for TSA. Today, the award-winning Burns is 
a TSA public affairs specialist and the agency’s social media lead in charge 
of its popular Instagram account which now has 870,000 followers. In 2016, 
it was ranked as the fourth best Instagram account by Rolling Stone on a list 
of the top 100 accounts. 

Photos on the TSA Instagram account include items and weapons confiscated 
by TSA, including a giant lobster and a life-size prop from the Texas Chainsaw 
Massacre. Burns says the lighthearted posts complement the serious busi-
ness of keeping Americans safe. “It’s a very important balance,” Burns said. 
“There’s a cheekiness to it, but I also try to educate and provide travel tips. A 
lot of officers says that they appreciate that, that it makes their job easier.”1

INTRODUCTION 

The Evolution of Social Media 

To appreciate the growth of social media, one only has to look back to 
1998. At that point, the internet (then more commonly called the World Wide 
Web) was just five years old, the creation of Facebook was still six years 
away (2004), and the creation of Twitter eight years away (2006). Today, the 
impact of social media is clearly seen at all levels of government. 

Social media is commonly defined as computer-assisted technologies that 
facilitate the creation and sharing of information via virtual communities and 
networks. At the federal level, nearly all agencies now invite citizens to “con-
nect with us” on a vast array of social media platforms, including Facebook, 
Twitter, Instagram, YouTube, Flickr, Pinterest, LinkedIn, Digg, and Google+. In 
addition, nearly all agencies have internal social media platforms that encour-
age greater communication and engagement with employees. 

Social media offers the government a new set of tools and platforms in 
which to both inform and engage the public. The quest for meaningful citizen 
engagement has been long been a public sector goal. In the past, this quest 
largely focused on face-to-face engagement. For example, town hall meetings 
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have been a staple of American government dating back to colonial times. 
In addition to attending meetings, citizens have had the option of visiting a 
government office. If an individual could not physically attend a face-to-face 
meeting to either gain information or comment on government activity, citizen 
engagement was limited to either writing a letter to a government official or 
agency, or simply reading about a government action in a newspaper or an 
official notice from government (usually delivered through the mail). 

A good example of engagement “before” and “after” is clearly seen 
in the evolution of the public review and comment process of government 
regulations. Before the rise of social media in the 2000s, government began 
to explore new ways to engage citizens.2 Up until 2002, citizens faced a 
cumbersome process to comment on a pending government regulation. An 
individual commenter would have to know the following: which agency issued 
the regulation, when the regulation would be published, and the deadline for 
public comment—they then had to review the proposed regulation either in 
a government reading room, or find a copy of the Federal Register at a local 
library. This changed as government entered the 21st century, as discussed 
below, and directly contributed to the ability of agencies to further engage the 
public through social media tools.

Organization of Chapter 

This chapter addresses major developments in how government has 
evolved its use of social media between 1998 and 2018. As seen in the chart 
titled “Evolution of Social Media: 1998–2018,” the evolution of government’s 
use can be divided into three phases:
• Early action: This phase was characterized by government’s experimen-

tation with the internet and the development of websites which were 
static and non-interactive. This early period saw new ways to engage 
citizens undertaken and assessed. 

• Expansion: The decade of the 2000s was characterized by the rapid 
expansion of the number of websites across government, as well as the 
emergence of new tools, such as blogs—and new platforms, including 
Facebook, Twitter, and Instagram. During the expansion period, new strat-
egies for engaging citizens and civil servants were deployed. This period 
was also characterized by the identification of barriers which hindered 
further expansion of the use of social media by government agencies. 

• Institutionalization: The decade of the 2010s can be characterized by 
the institutionalization of social media, in which barriers were overcome 
by the development of new policies and guidance, enhancing organiza-
tional and staff capacity, and developing assessment capability. 



94 Mark A. Abramson 

EARLY ACTION: THE RISE OF WEB 1.0

Experimentation with the Internet and E-Government
In the 1990s, the use of the internet began to spread. The early years 

of the internet, often termed “Web 1.0,” were characterized by static non-
interactive web pages and one-way communication. Personal, commercial, 
and a limited number of government web sites began to appear, and some 
interactivity (such as guestbook pages) appeared. 

During the early years (which lasted until the mid 2000s), government 
began to explore the use of the internet as a vehicle for citizen engagement. 
These early initiatives reflected a first step toward today’s world of ubiqui-
tous social media. The term most commonly used in this time period was 
“e-Government,” defined as the use of electronic information to improve per-
formance, create value, and enable new relationships between governments, 
businesses, and citizens. E-Government was a precursor to government’s use 
of social media (see further detail in Chapter Two, “Going Digital”).

A good example of e-Government’s efforts to change the way in which cit-
izens engaged government was the creation of Regulations.gov. In 2002, the 
federal government unveiled its new eRulemaking program, which enabled 
easier access to participate in a high-quality, efficient, and open rulemaking 
process. The goals of the eRulemaking program were to:

Evolution of Social Media: 1998—2018

 – Experimentation with Internet and E-Government

 – New Policies and Guidance
 – Enhancing Organizational Capacity 
 – Enhancing Staff Capability
 – Developing Assessment Capability

2005

2010

2010

2018

Early Action: The Rise of Web 1.0

Institutionalization: Embedding Social Media 
in Government

Expansion: The Rise of Interaction and Collaboration

 – Emergence of New Tools 
 – Emergence of New Strategies to Engage Citizens
 – Emergence of New Strategies to Engage Employees

1998

2005
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• increase public access to federal regulatory materials 
• increase public participation and understanding of the federal 

rulemaking process 
• improve federal agency efficiency and effectiveness 

Instead of physically visiting a government reading room or finding a copy of 
the Federal Register, citizens could now go online and visit Regulations.gov, 
where they could search all publicly available regulatory materials, submit a 
comment on a regulation, submit an application or adjudication document, 
download agency regulatory materials, sign up for email alerts, and access 
regulations. 

In addition to Regulations.gov, other interesting early efforts emerged 
to improve engagement with citizens. In a 2004 report, Restoring Trust in 
Government: The Potential of Digital Citizen Participation, Marc Holzer and 
his colleagues described these early efforts: “Information and communica-
tion technologies (ICTs) have the potential to help make citizen participation 
a more dynamic element of the policy-making process. Citizen participation 
advocates are optimistic that ICTs will facilitate direct interactions between 
citizens and government through the integration of digital democratic appli-
cations.”3 Holzer and colleagues focused on two types of digital citizen 
participation: information dissemination and citizen deliberation. Their report 
presented two examples of citizen participation:
• The Environmental Protection Agency’s National Dialogue of Public 

Involvement in EPA Decisions: EPA conducted an experimental 10-day 
online discussion in 2001 on public participation. The dialogue took the 
form of messages posted to a website, linked together in an ongoing 
conversation among participants. Participants could either initiate a new 
discussion thread or comment on an ongoing thread. More than 1,000 
individuals registered to participate. 

• CitizenSpace, United Kingdom: This initiative sought public comments 
on a variety of public policy issues then facing the U.K. government. 
Background documents were available for citizens to review prior to 
commenting on specific issues. The initiative, according to U.K. officials, 
promoted a more meaningful discourse between elected officials and 
their constituents, one in which citizen feedback could be incorporated 
into policymaking. 
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EXPANSION: THE RISE OF INTERACTION 
AND COLLABORATION 

Emergence of New Tools

Use of Web 2.0 Websites
In the mid-2000s, a new term became popularized—Web 2.0. The num-

ber of total websites passed 100 million in 2006 (in April 2018, the count 
was over 1.8 billion). With advances in both hardware and software, the 
stage was set for a dramatic increase in the interaction between users and the 
development of user generated content. In a 2008 report, Leveraging Web 
2.0 in Government, Ai-Mei Chang and P. K. Kannan defined Web 2.0 as a 
“networked world supporting individual users creating content individually and 
collectively, sharing and updating information and knowledge using…diverse 
sharing devices and tools, and remixing and improving on content created by 
each other.”4 These new and enhanced websites allowed users to interact and 
collaborate in a social media “dialogue” as creators of user-generated content 
in a virtual community, in contrast to the Web 1.0 era where people passivley 
viewed content. 

Chang and Kannan reported that around 2008, government began to 
move away from relying solely on citizens to visit government-hosted portals 
and websites: “Reaching citizens where they are—in their communities—
will… enable government to harness the collective intelligence of citizens, 
such as feedback on services, ways to improve the design of content and 
services, and ways to distribute content and services efficiently to various 
citizens groups.”5

The expansion phase was characterized by the increased use of a variety 
of new technologies for citizen collaboration with government, including blogs, 
wikis, Facebook, Twitter, and Instagram. During this phase, the use of social 
media was characterized by a “let a thousand flowers bloom” approach. As 
government gained more experience with new tools, the need for a consistent 
approach was clear. 

Use of Blogs 
One of the first big “success stories” in government during the expan-

sion phase of social media was the use of blogging by government agencies. 
Blogging was also one of the first social media tools to be quickly adopted by 
government at all levels as an interactive communication device for citizens. 
A blog was defined as an online journal that can be updated regularly, with 
entries typically displayed in chronological order. 
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In a 2007 report, The Blogging Revolution: Government in the Age of 
Web 2.0, David Wyld examined blogs being published by members of Con-
gress, congressional committees and caucuses, federal government leaders, 
governors, state legislators, city managers and mayors, police and fire depart-
ments, and college and university presidents.6 In an early demonstration of 
the future of social media communications, Wyld found that government 
officials used blogs as a new vehicle for communicating with citizens on their 
activities, expressing their views on issues, describing their contacts and trav-
els, and providing information on their personal lives and interests. 

The use of blogs has dramatically increased as an important vehicle for 
government to communicate at greater length than through other forms of 
social media, such as Twitter or Facebook. Nearly all federal websites now 
feature a blog on their home page. Several agencies have created separate 
websites devoted solely to the publication of blogs. Most notable among these 
websites are two by the Department of Defense (DoD)–DoD Live and Armed 
with Science—and the Department of Veterans Affairs website VAntage Point. 
In an interview with the IBM Center, Tiffany Miller, Director of Social Media 
and Strategy, Department of Defense, said: “Blogs allow us to give more 
information than we can on social media. We will ‘tease’ to these blogs on 
social media with engaging photos and text. People aren’t always looking for 
information, so it’s our job to bring it to them via social media. We are really 
moving away from the traditional website. Obviously, we have Defense.gov, 
but people aren’t necessarily going there to find out what the Department of 
Defense is doing.”

Use of New Platforms
Facebook

Nearly every federal agency has a strong Facebook presence and uses it 
as a major communication platform. Table 1 lists the top federal Facebook 
accounts. 

A major initial challenge for federal agencies was the need to verify that 
Facebook pages were legitimate and operated by federal departments and 
agencies. For example, numerous Facebook pages had names containing the 
acronym “CIA”. It was difficult to tell these “fake” pages from those of the real 
agency. In 2014, Facebook became the first social media platform to verify 
all federal government Facebook pages with their signature “blue checkmark” 
using the Federal Social Media Registry. Other social media platforms quickly 
followed Facebook’s verification model. 
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Today, Facebook is used effectively by federal departments and agencies 
to convey key information to citizens and make them aware of government 
activities and announcements. In many cases, agency Facebook pages drive 
citizens to agency websites for more information and details about specific 
announcements. In an interview with the IBM Center, Dana Allen-Greil, 
Web and Social Media Branch Chief at the National Archives and Record 
Administration, said that Facebook and other social media sites have served 
to “humanize” government agencies. Reflecting on her experience, Ms. Allen-
Greil said that social media offers agencies an opportunity “to touch people in 
unexpected ways and to show how we are here to serve the public.”7

Table 1—Top Federal Facebook Accounts 

Agency Followers (February 2018)

NASA 20.0 million

The White House 8.3 million

U.S. Army 4.6 million

U.S. Marine Corps 3.3 million

U.S. Navy 3.0 million

U.S. Air Force 2.6 million

Federal Bureau of Investigation 2.1 million

State Department 1.8 million

The National Guard 1.7 million

Department of Veterans’ Affairs 1.1 million

Twitter
Twitter was created in 2006 and has now become a leading vehicle for 

government agencies to communicate to the public. Many agencies now have 
multiple Twitter accounts. The leading government Twitter accounts are listed 
in Table 2. 
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Table 2—Top Federal Twitter Accounts

Agency Account
Number of 
Followers 
(February 2018)

National Aeronautics and Space 
Administration @NASA 28.4 million 

White House @whitehouse 16.6 million

Department of Defense @DeptofDefense 5.5 million 

Department of State @StateDept 4.9 million

Smithsonian Institution @smithsonian 2.7 million 

Central Intelligence Agency @CIA 2.3 million 

Federal Bureau of Investigation @FBI 2.1 million

Centers for Disease Control @CDCEMERGENCY 1.9 million

Peace Corps @PeaceCorps 1.7 million 

Department of Justice @The JusticeDept. 1.5 million

Department of Agriculture @USDAFoodSafety 1.4 million

U.S. Army @USArmy 1.2 million 

National Science Foundation @NSF 1.1 million

Twitter is a microblogging tool in which users write brief text updates 
(initially limited to 140 characters, changed in 2017 to allow up to 280 char-
acters). Many users combine their Twitter updates with content generated in 
other social media accounts, such as Facebook, YouTube, or blogs. In her 
examination of the use of Twitter by government in a 2012 report, Working 
the Network: A Managers Guide for Using Twitter in Government, Ines Mergel 
wrote, “Twitter can be used effectively to involve a large number of citizens 
and create conversations with an engaged, networked public. The outcomes 
of these conversations can be new insights and even innovations in the public 
sector including suggestions on how to make government more effective, or 
rapidly accelerating emergency responses that help to improve public safety.”8 
Twitter has become a useful tool for government to communicate to citizens 
during an emergency, such a hurricane and other natural disasters. 
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Instagram
In 2013, many federal agencies started using Instagram. Agencies quick 

to see the potential of Facebook and Twitter also saw the potential of Ins-
tagram and quickly built a presence. In announcing its availability to federal 
agencies, Justin Herman, the General Services Administration’s social media 
program manager, said: “Instagram can be used by federal agencies as part 
of an overall social and mobile strategy to ensure citizens can access valuable 
government content anywhere, anytime, on any device.”9

Agency success on Instagram relies on the ability to regularly post com-
pelling photographs. Many of these photographs look into the “day in the 
life” of an agency, and provide an opportunity to better understand agency 
missions. For example, the Transportation Security Administration (TSA) has 
become a highly popular Instagram site, identifying what travelers can and 
cannot bring onto planes. In addition, photos of strange items confiscated by 
TSA have proven entertaining and received much attention. Jennifer Plozai, 
TSA social media manager, comments, “Our goal was…to be able to help 
passengers. And I think this program (Instagram) has really helped us soften 
the public perception of TSA.”10

High-quality photographs have led to a large number of followers for other 
federal agencies, such as the Smithsonian National Zoo. The Department of 
the Interior now has 1.6 million followers and has become one of the more 
active federal Instagram accounts, featuring nature and animal photos. Within 
the department, other popular Instagram accounts include the National Park 
Service, the Bureau of Reclamation, and the U.S. Fish and Wildlife Service. 
The National Aeronautics and Space Administration (NASA) has been widely 
praised for advancing its mission through photography. Instagram gives NASA 
a powerful tool for publishing photographs. 

In describing the Department of the Interior’s Instagram account, Melody 
Kramer, senior digital media strategist for the department, says, “A lot of 
work goes into finding great photos for Interior’s Instagram account. We try to 
share pictures of what it currently looks like on the ground at national parks 
and other public sites. At the same time, we try to balance the different types 
of photos (sunrise, night sky, wildlife, etc.), geographic location, and type of 
public lands.”11

Emergence of New Strategies to Engage Citizens

Crowdsourcing 
The late 2000s saw the rise of crowdsourcing as a new tool in the 

portfolio of government initiatives to engage citizens. While the concept of 
crowdsourcing dates to 2004 with the publication of the Wisdom of Crowds 
by James Surowiecki, the term crowdsourcing was not defined until two years 
later. The accepted definition of crowdsourcing is “a type of participative 
online activity in which an individual, an institution, a non-profit organization, 
or company proposes to a group of individuals…the voluntary undertaking of 
a task.”12
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In his 2013 report, Use of Crowdsourcing in Government, Daren Brab-
ham set forth four approaches to how an organization tasks a crowd:13

• Knowledge discovery and management: Finding and collecting informa-
tion into a common location and format, ideal for information gathering, 
organizing and reporting problems. 

• Distributed human intelligence tasking: Analyzing large amounts of 
information, ideal for large-scale data analysis where human intelligence 
is more efficient or effective than computer analysis. 

• Broadcast search: Solving empirical problems, ideal for problems with 
empirically provable solutions, such as scientific problems. 

• Peer-vetted production: Creating and selecting creative ideas, ideal for 
problems where solutions are matters of taste or market support. 

The federal government now has increasing experience in the use of the 
broadcast search approach for soliciting solutions to specific problems, such 
as the use of prizes and challenges. Prizes have a long history, dating back to 
1714 with the British government-sponsored prize offered to invent an instru-
ment for accurately measuring longitude at sea. In his 2011 report, Managing 
Innovation Prizes in Government, Luciano Kay cites prizes as being used to 
accelerate the initial development of the aviation industry in the early 20th 
century, which included the Orteig Prize for the first aviator to fly nonstop 
from New York to Paris.14 Examples of the use of broadcast searches by gov-
ernment include the Defense Advanced Research Projects Agency (DARPA) 
Challenges, the government wide Challenge.gov platform, and the Center of 
Excellence for Collaborative Innovation at NASA. 
• DARPA: DARPA pioneered the development of challenges. Between 

2004 and 2007, DARPA held three challenges for the development of an 
autonomous ground robotic vehicle (now known as driverless cars) which 
would perform specified maneuvers in both off-road and urban environ-
ments. The most recent DARPA Challenge was announced in April 2018. 
In 2019, qualified teams will compete for the top prize of $10 million 
to launch payloads to orbit with an extremely short notice and no prior 
knowledge of the content, destination orbit, or launch site. 

• Challenge.gov: The federal government dramatically increased its use of 
crowdsourcing in 2010 with the creation of Challenge.gov. The Challenge.
gov website presents information on competitions (usually with financial 
rewards) conducted in various federal departments and agencies. Since 
2010, more than 800 challenges have been held. Prizes have ranged 
from $3,000 to $20 million. In assessing the initial impact of Challenge.
gov in a 2012 report, Challenge.gov: Using Competitions and Awards to 
Spur Innovation, Kevin Desouza wrote: “By addressing key issues and 
seizing improvement opportunities, Challenge.gov can advance the mis-
sions of federal agencies and enhance their relevancy, legitimacy, and 
impact by empowering citizens to help solve problems and enable the 
realization of goals that matter to the nation.”15
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• Center for Excellence for Collaborative Innovation (CoECI): CoECI 
was created in 2011, after the success of a pilot program to determine 
if a crowdsourcing initiative could help NASA accelerate and augment 
research and development. NASA challenges are managed by CoECI, 
through the NASA Tournament Lab. The Lab now offers a variety of open 
innovation platforms that engage the crowdsourcing community in chal-
lenges to create innovative, efficient, and optimal solutions for specific, 
real-world challenges faced by NASA. 

Co-production 
The use of competitions in which citizens send their best solutions for 

specific problems is just one new type of citizen engagement in which citizens 
actively contribute to the accomplishment of a government mission. Increas-
ing attention in the 2010s has been given to the concept of co-production. 
In a 2013 report, Beyond Citizen Engagement: Involving the Public in Co-
Delivering Government Services, P. K. Kannan and Ai-Mei Chang define this 
new approach to engagement as “an active, creative, and social process, 
based on collaboration between governments and citizens and/or between 
citizens and citizens, that is facilitated by government to generate value for 
citizens through innovative services.”16

The use of social media is a key vehicle for co-production in which 
individual citizens or groups of citizens participate in the delivery of a govern-
ment service. A good example of the use of social media in co-production is 
the Library of Congress’ Veterans History Project, in which citizen volunteers 
interview veterans to gather their first-person recollections for preservation. 

Another prominent example of the use of social media in co-production 
is the Citizen Archivist program of the U.S. National Archives and Records 
Administration. With the support of virtual volunteers, the National Archives 
has increased online access to its historical records. Citizens assist the 
Archives in tagging, transcribing, or adding comments to the National Archives 
Catalog. The Archives website presents an updated list of new citizen archivist 
missions and newly added records. Citizen archivist missions now underway 
include tagging and transcribing captions from photographs of the U.S. Marine 
Corps activities during World War II and Korea, transcribing logbooks of the 
U.S. Coast guard vessels that served in the Vietnam War, and transcribing 
records of Watergate-related cases. 

Emergence of New Strategies to Engage Employees

Just as new strategies have emerged and been used by government to 
engage citizens in recent years, these tools have also been used to engage 
federal employees. These strategies include ideation platforms, social 
intranets, and wikis. 



 “Liking” Social Media 103

Ideation Platforms
During the late 2000s and early 2010s, federal departments began to 

develop platforms to engage their own employees. According to Gwanhoo Lee 
in a 2013 report, Federal Ideation Programs: Challenges and Best Practices, 
ideation platforms include online brainstorming or social voting platforms 
for employees to submit new ideas, search previously submitted ideas, post 
questions and challenges, discuss and expand on ideas, vote them up or 
down, and flag them.17 Federal government ideation platforms include Idea 
Hub (Department of Transportation), Sounding Board (Department of State), 
IdeaFactory (Department of Homeland Security), and IdeaLab (Department of 
Health and Human Services).

Social Intranets 
In addition to the ideation platforms discussed above, many federal 

departments created social intranets. Ideation tools can be viewed as an 
example of one tool on an agency’s social intranet platform. In her 2016 
report, The Social Intranet: Insights on Managing and Sharing Knowledge 
Internally, Ines Mergel defined social intranets as “in-house social networks 
that use technologies—such as automated newsfeeds, wikis, chats, or 
blogs—to create engagement opportunities among employees.”18 Federal 
government social intranets include Corridor (Department of State), Space-
book (NASA), and i-Space (Intelligence Community). In addition, Canada 
also created a government-wide social intranet called GCconnex for use by 
Canadian civil servants. 

The Intelligence Community has pioneered the use of social intranet 
platforms. In his 2016 report, New Tools for Collaboration: The Experience 
of the U.S. Intelligence Community, Gregory Treverton describes Intelink as 
the backbone for Intelligence Community-wide tools.19 Intelink provides plat-
forms where the Community can use social media tools for collaboration and 
information sharing, such as Intelink Search, Inteldocs, IntelShare, Intellipedia 
(discussed below), Intelink Blogs, e-Chirp, and Jabber. Treverton presents a 
series of recommendations for the increased use of such sites, including mak-
ing access to these type tools easier and providing more training on the use 
of such tools. 

As part of the CoECI, NASA sponsors the NASA@work intranet site as an 
agency-wide virtual platform that seeks innovation by fostering collaboration 
within the NASA community, through the contribution of interactive discus-
sions and submissions of solutions to posted challenges. 

Wikis 
The early 2000s saw the rise of wikis. While wikis can be used for 

citizen engagement, their greatest impact to date has been as a vehicle for 
government employees to share information among themselves and encour-
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age deliberation. Wikis are websites which can be created, edited, discussed, 
and changed by users working in collaboration. The most well-known wiki, 
Wikipedia, was founded in 2001. In government, two wikis have received a 
high degree of public attention: 
• Diplopedia: Launched in 2006 by the Department of State, Diplopedia 

provides a central information space for foreign service specialists to 
contribute their knowledge. It has proven an effective way for diplomats 
to prepare for new assignments by reading the posts of diplomats who 
previously served in those assignments. Diplopedia now has more than 
25,000 entries. In an interview with the IBM Center, Andre Goodfriend, 
Director of the Department of State’s Office of eDiplomacy, said “Each 
individual has the ability to share their expertise directly without having 
to go through someone else. We are creating a group culture of sharing 
information and internal transparency rather than the old model of siloed 
information. Diplopedia has helped encourage a culture of people sharing 
their expertise.”20 

• Intellipedia: Launched in 2005 as a pilot project and officially launched 
in 2006, Intellipedia has been one of the most successful and acclaimed 
wikis in government. It has become a valuable tool for those in the Intelli-
gence Community and is part of the Intelink platform discussed above. In 
her 2011 report, Using Wikis in Government: A Guide to Public Manag-
ers, Ines Mergel wrote, “The goal of Intellipedia is described by one user 
as providing new ways of capturing knowledge of ‘what we know, what 
the intelligence community knows about various topics.”21

While Diplopedia and Intellipedia were primarily for intra- and inter-
organizational use within the federal government, wikis have also been used 
to engage citizens by state and local governments and other nations. For 
example, the City of San Jose, California, used a wiki as a “virtual charrette” 
to improve civic engagement in urban planning initiatives for San Jose. 

Identification of Challenges to Institutionalization 

During the expansion years, it became obvious to the government execu-
tives charged with implementing social media throughout government that the 
federal government’s policy apparatus had not kept pace with the rapid expan-
sion of the use of social media by government agencies. The “let a thousand 
flowers bloom” approach resulted in a host of issues for managing privacy, 
security, and records—and Freedom of Information Act regulations quickly 
began to surface as agencies implemented a variety of social media tools. 

In 2004, an interagency group of federal web managers came together 
to formally create the Federal Web Managers Council as a community of 
practice. The new Council built upon earlier initiatives which supported “web-
master” networks. In addition, the new Web Managers Council also served an 
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advisory function for government policy-makers trying to resolve government-
wide issues regarding the web and social media. 

In December 2008, the Federal Web Managers Council developed a 
paper on “Social Media and the Federal Government: Perceived and Real 
Barriers and Potential Solutions” for use by the incoming Obama Administra-
tion in updating government regulatory policies to reflect the increased use of 
social media by government agencies. The Council found that the use of social 
media raised a myriad of legal, contractual, and policy questions for the new 
administration. The varying interpretations of government policy regarding 
social media impeded the use of these tools in many agencies. Among the 
challenges to be resolved were the need for:
• A government-wide digital strategy 
• Government-wide terms of service agreement with social media sites 
• Procurement policy on the use of free web products and services 
• A policy on whether the Paperwork Reduction Act and the Administrative 

Procedure Act applied to social media sites 

The Federal Web Managers Council’s paper served as a valuable guide 
for the first social media policies in the Obama White House, which began to 
focus on analyzing barriers to the increased use of social media in government. 

INSTITUTIONALIZATION: EMBEDDING 
SOCIAL MEDIA IN GOVERNMENT

The late 2000s saw the “institutionalization” of social media as a 
permanent part of the federal government landscape. In addition, other 
nations also began to institutionalize social media. Institutionalization has four 
characteristics:
• new policies and guidance 
• enhancing organizational capacity 
• enhancing staff capability 
• developing assessment capability

New Policies and Guidance

In response to the barriers identified by the Federal Web Managers Coun-
cil, the Obama Administration began to develop a government-wide strategy 
and new policies throughout the first of year of the administration in 2009. 
These efforts resulted in a series of new government-wide policies. 
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• In 2010, Cass Sunstein, Administrator of the Office of Information and 
Regulatory Affairs, Office of Management and Budget, issued a Memo-
randum on “Social Media, Web-Based Interactive Technologies, and the 
Paperwork Reduction Act.”22 The memo said that the Paperwork Reduc-
tion Act (PRA) does not apply to the use of social media by agencies. The 
Memo explained that the use of social media and web-based interactive 
technologies will be treated as activities excluded from the PRA.

• In 2011, the President issued an Executive Order on “Streamlining Ser-
vice Delivery and Improving Customer Service.”23 The order required 
departments and agencies to “identify ways to use innovative technolo-
gies to streamline their delivery of services to lower costs, decrease ser-
vice delivery times, and improve the customer experience.” The order was 
followed by a charge to the federal chief information officer to develop a 
government-wide strategy to deliver better digital services to the Ameri-
can public. 

• In 2012, the President issued a Memorandum for the Heads on Execu-
tive Departments and Agencies, “Building a 21st Century Digital Govern-
ment.”24 The memo mandated that each federal department implement 
a 12-month strategy to enhance their digital service delivery.

These new policies are further addressed in Chapter Two on “Going 
Digital.” 

Enhancing Organizational Capacity  

Digital service offices were formed to respond to and repair urgent 
technology failures, or as an alternative structural approach to rethinking 
processes and implementation strategies in government digital transformation 
efforts.25 In the United States, three types of digital service teams were cre-
ated, as discussed further in Chapter Two:
• The U.S. Digital Service was created in 2014 to focus on specific tech-

nology projects determined to be national priorities. 
• 18F was created as a team of software engineers and product managers 

located at the General Services Administration to assist departments and 
agencies with their technology initiatives. 

• Agency-level in-house digital service teams focus on high-priority policy 
areas within their own department and agency. 

Enhancing Staff Capability

The third aspect of institutionalization is enhancing staff capability. This 
takes the form of creating resource websites, communities of practice, and 
providing training. The newness of social media to government pointed to a 
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clear need for enhancing staff capability and knowledge regarding the effec-
tive use of social media to reach out to the public. 
• DigitalGov: DigitalGov, created by the General Services Administration, 

provides government employees with the tools, methods, practices, and 
policy guidance they need to deliver effective and accessible digital ser-
vices. The website was created based on the need that government staff 
had for:

 – Guidance on implementing digital policies and initiatives
 – Open access to modern methods, practices, policies, and tools
 – Focused training and events that help teams learn and adopt new 

concepts 
 – Easy access to collaborate with others across government who are 

working on the same problems

• Communities of Practice: DigitalGov also serves as a resource for com-
munities of practice which have developed over time. As of 2018, 19 
communities of practice existed in which more than 10,000 federal 
employees participated. The federal SocialGov Community included 
over 1,200 digital managers and specialists at more than 160 agencies 
and offices, in a collaborative program aimed at improving the creation, 
adoption and evaluation of social media and other digital engagement 
programs. 

• DigitalGov University (DGU): Sponsored by the GSA, DGU serves as the 
events platform for the DigitalGov community. According to GSA, DGU 
“provides programming to build and accelerate digital capacity by provid-
ing webinars and in-person events highlighting innovations, case studies, 
tools, and resources.” 

Developing Assessment Capability 

The fourth characteristic of institutionalization is the assessment of 
government’s social media efforts. In her 2014 report, A Managers Guide to 
Assessing the Impact of Government’s Social Media Interactions, Ines Mergel 
describes how public managers now assess whether social media is making a 
difference to citizens, improving their trust in government, increasing account-
ability, and making government communication more effective and efficient.26 
There are common performance measures, collection methodologies, and 
web analytics tools used in the assessment of government’s social media. In 
her report, Mergel describes how government managers can now measure the 
degree of engagement between citizens and agencies on social media. The 
use of metrics is also an important component for agencies making the busi-
ness case for the continued and increased use of social media. 
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LESSONS LEARNED 

Based on our review of research on this topic over the past twenty years, 
we identified four key lessons: 

First, as with any innovation, government agencies can be divided 
between innovators, early adopters, and laggards. Innovators and early 
adopters have a special role to play in implementing future social initiatives. 
Innovative agencies need to be recognized, rewarded, and encouraged to 
share their knowledge and experience with agencies moving more slowly 
along the adoption curve. 

Second, agencies can become more effective and improve their perfor-
mance by engaging the public through social media. By engaging citizens 
through social media, agencies can obtain crucial feedback on current perfor-
mance and how their performance could be improved. Such engagement can 
also assist government organizations in developing clearer and more effective 
policies. 

Third, the role of interagency communities of practice helps with the 
successful implementation of social media initiatives. Central management 
agencies can take responsibility for catalyzing and encouraging communities 
of practice on new management initiatives. Creation of interagency communi-
ties of practice serve two primary purposes:
• Providing a vehicle for agencies to share their experiences of what has 

worked well and what has not 
• By sharing information and participating in a government-wide initiative, 

agencies begin to take ownership of a given initiative 
Fourth, interagency communities of practice can play a key role in iden-

tifying government-wide policy changes needed in response to a new initia-
tive. In the case of social media, a host of government-wide policies required 
change or updates to reflect the use of new social media tools. 

LOOKING FORWARD 

As agencies continue to develop their social media capabilities and 
strategies while expanding internal and public use, they will need to focus on 
several areas:
• Managing the evolving risks associated with social media: The govern-

ment needs to develop policies, practices, and approaches for creating 
and maintaining trust when citizens interact with agencies on social 
media platforms. This will include attention to privacy and security issues 
related to users’ identities, as well as tracking individual users across 
platforms to create integrated profiles of their interactions. 
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• Managing the increasing convergence of the uses of social media: 
Social media tools and platforms will increasingly provide the foundation 
for new forms of collaboration and engagement among agencies and 
between government and citizens. These new models of interaction could 
serve as powerful accelerators for how government works in the future. 

• Improving the user experience with social media: The user experience 
is defined as the overall experience of an individual with using a product, 
such as a website or platform. The federal government will need to focus 
in the future on improving user experiences for:

 – Citizens: Government agencies now involve citizens in testing 
new platforms to make them easier to use, to increase customer  
satisfaction. 

 – Government employees: The user experience by government 
employees is also crucial in that employees now seek a more consis-
tent experience in working across multiple platforms to better serve 
citizens. An emphasis on the employee user experience will increase 
the adoption rate of social media as “the way of doing business” in 
government.

Addressing these opportunities will set the stage for longer-term innova-
tions and increased adoption of social media strategies in government.
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Becoming Collaborative

CHAPTER SIX

Highlights
• Collaborative governance—that is, working jointly across the tra-

ditional boundaries of governmental agencies, and between the 
public and private sectors—has proven to be an effective strategy 
for implementing policy initiatives over the past two decades in an 
increasingly interdependent environment.

• The increased demand for collaborative governance stems from 
a changing policy environment which has become more dynamic 
and demanding. A wide range of tools, techniques, and legal 
authorities have evolved in recent years in response to the 
increased demand.

• As the use of networked collaborative governance models goes to 
scale, we will likely see a shift to a greater use of “platform-based 
networks”—a business model inspired by the digital world.

John M. Kamensky
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BECOMING COLLABORATIVE

By John M. Kamensky

In October 2002, an outbreak of a highly contagious disease among chickens 
was detected in Compton, California. If allowed to spread, it would devastate 
the $40 billion poultry industry in the U.S. The response involved dozens 
of public and private sector organizations over the course of a year and the 
outbreak was successfully quelled, but this emergency and the governmental 
response to it barely reached public attention.
 
Government operations such as this oftentimes run in the background out of 
public view, hiding how government works in ways that increasingly depends 
on multiple players for success in areas in which no single agency has the 
span of resources or legal authority to act.

Containing the outbreak required a highly coordinated effort among federal, 
state, and local actors. Dr. Annette Whitford, with the U.S. Department of 
Agriculture, was designated as the joint area commander of a task force 
formed to stem the outbreak. Her task force was modeled on a collaborative 
emergency response governance approach developed in the 1970s by the 
Forest Service to combat forest fires. Based on pre-defined protocols, she 
orchestrated the containment effort across 10 major state and federal agen-
cies, in 19 counties, involving more than 7,000 workers over an 11-month 
period. The work involved diagnosing the disease, euthanizing and disposing 
more than 4.5 million birds, monitoring to ensure the disease was eradicated 
in commercial and private locations, and conducting appraisals to reimburse 
owners for birds destroyed.1

Organizing quickly, mobilizing people, exercising authority, and paying for the 
entire operation required significant collaboration among public and private 
actors. This approach to infrequent emergencies is just the tip of the iceberg 
of cross-agency collaboration occurring across the government.

INTRODUCTION

A decade ago, public management scholar Donald Kettl declared that 
government was failing to meet public expectations because “many of the 
most important problems we face simply do not match the institutions we 
have created to govern them.”2 He observed that many challenges—such 
as responding to disasters, organizing the delivery of services to disabled 
individuals, and orchestrating a response to climate change—have no single 
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organization in charge. As a result, the traditional bureaucratic institutions 
defined by hierarchical agencies and programs that were so successful in 
the mid-twentieth century are not adequate for challenges that span across 
organizational boundaries.

The traditional hierarchical model of governing is increasingly being 
supplemented with a collaborative network model. Some stable and focused 
governmental functions remain under the hierarchical model, while other more 
fluid and dynamic functions are adopting a more network-based, collaborative 
approach. This networked collaborative model is still evolving and growing in 
importance—within agencies, between agencies, between levels of govern-
ment, and between the public, private, and non-profit sectors.

What is “Collaborative Governance?”

The concept of “collaborative governance”—that is, working jointly across 
the traditional boundaries of governmental agencies, and between the pub-
lic and private sectors—has proven an effective strategy for implementing 
policy initiatives over the past two decades in an increasingly interdependent 
environment. The descriptive terms for these phenomena vary: networks, col-
laborations, partnerships, horizontal government, boundary spanning, joined 
up government, and more.

This evolution has resulted from the need for new business models to 
address societal challenges where the traditional hierarchical organizational 
model no longer works. The evolution is also driven by the availability of new 
technologies that lower cross-functional collaboration barriers which existed 
in the past.

Academics say this collaborative networking phenomenon is one of the 
defining characteristics of “New Public Governance” where “multiple differ-
ent actors contribute to the delivery of public services and the policymaking 
system” and the line between the public, private, and nonprofit sectors has 
become increasingly blurred.3

These new operating models have evolved largely through trial and error, 
beginning with the private sector and diffusing to cross-sectoral partnerships.4 
Public and private sector leaders have found the traditional hierarchical 
bureaucratic model increasingly inadequate for addressing increasingly com-
plex challenges. They also found the market-based models of privatizing func-
tions or creating contractual arrangements did not help. They tried different 
approaches to working horizontally across traditional hierarchical structures 
and stakeholders—typically by organizing around a common goal, customer, 
or geographic area.

What drives the use of collaborative governance? Rosemary O’Leary 
describes how government has steadily increased its use of collaborative 
approaches in lieu of the traditional hierarchical and bureaucratic approach. 
She says there are several explanations for this shift: 
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• First, “most public challenges are larger than one organization, requiring 
new approaches to addressing public issues” such as housing, pollution, 
transportation, and healthcare.  

• Second, collaboration helps to improve the effectiveness and perfor-
mance of programs “by encouraging new ways of providing services.”  

• Third, technology advances in recent years have helped “organizations 
and their employees to share information in a way that is integrative and 
interoperable.”  

• And finally, “citizens are seeking additional avenues for engaging in gov-
ernance, resulting in new and different forms of collaborative problem 
solving and decision making.”5

Early in his administration, President Obama’s Open Government initia-
tive placed a premium on the use of collaborative approaches. This led to the 
institutionalization of several specific initiatives, such as the creation of cross-
agency priority goals described later in this chapter.6

The development and use of collaborative networks and partnerships 
happened faster than academics could keep up. There was a scramble to 
understand and classify them in the 1990s and early 2000s. The IBM Cen-
ter sponsored a number of reports that undertook such efforts, addressing 
definitional issues such as:
• What do we mean by networks, partnerships, collaboration, and platforms?
• What can networks be used to accomplish?
• What are the different kinds of networks?
• How do collaborative networks differ from traditional hierarchical systems?
• What are the preconditions for success? 
• What competencies and skills are needed to manage collaborative 

networks?

Responses to these types of questions were summarized in two pub-
lications: a 2004 book, Collaboration Using Networks and Partnerships, 
edited by John Kamensky and Tom Burlin,7 and a 2014 literature review, 
Inter-Organizational Networks: A Review of the Literature to Inform Practice, 
by Janice Popp, Brint Milward, Gail MacKean, Ann Casebeer, and Ron Lind-
strom.8 These works provide useful conceptual frameworks to understand the 
evolution of collaborative networks and answers to questions like those above. 
However, the more inspiring stories have been case studies of practitioners in 
the “real world” over the past 20 years. 
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Organization of Chapter

As seen in the chart titled, “Evolution of Collaborative Networks: 1998–
2018,” the evolution can be divided into three phases:
• Early action: Informal networks of people, programs, and organizations—

and the use of partnerships (a more formalized approach)—grew organi-
cally, largely from the bottom-up, as pragmatic responses to specific 
situations. These included community-led efforts to improve the water 
quality of rivers, and the Federal Emergency Management Agency’s 
efforts to prevent future damage to communities facing natural disasters 
(versus only responding to a community after a disaster has occurred).

• Expansion: Policy makers began to proactively use network-based, col-
laborative governance models to address broader issues, such as improv-
ing food safety, addressing changes brought about by climate change, 
cross-agency law enforcement efforts, and creating veteran-centric 
approaches to myriad resources available to veterans.

2011

2018

2005

2010

1998

2005

Evolution of Collaborative Networks: 1998—2018

Early Action: The Evolution and Use of 
Collaborative Networks

 – Evolution of Bottom-Up Network Models
 – Evolution of Agency-Based Network Models
 – Evolution of Top-Down Network Models

Expansion: The Maturation and Scaling of 
Collaborative Networks

 – Development of New Tools
 – Identification of Challenges to Institutionalization

Institutionalization: Overcoming Challenges to 
the Use of Networks

 – New Statutory Authority
 – New Governance Institutions
 – New Administrative Routines
 – Enhanced Staff Capacity
 – New Capacities to Measure and Assess Progress
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• Institutionalization: Statutory authority, strategic plans, and capacity-
building efforts helped legitimize and provide the foundation for policy 
makers to use collaborative networks in a wide array of policy arenas. 
This has been reflected in statutory provisions creating cross-agency 
priority goals, Office of Management and Budget directives, and presiden-
tial directives to use collaborative approaches and to develop a cadre of 
career executives with experience working across organizational bound-
aries. Some congressionally appropriated funding has also specifically 
targeted these efforts.

In addition to the development of this new institutional capacity, there is 
a shift underway to create and use “platforms” to organize and deliver internal 
services. Platforms are electronic business models that have become a founda-
tion for virtually frictionless transactions and interactions between “many-to-
many”—like eBay, Facebook, Airbnb and Uber. Digital platforms may presage 
the future of how collaborative governance evolves. The lessons offered stem 
from the experiences of the many pioneers in the field of collaboration.

This shift to the use of platforms is reflected in the expansion of shared 
services for functions such as personnel and finance at the federal level. 
It is also seen in the delivery of citizen-facing services, such as the use of 
integrated networks of social services organized around the needs of families 
and individuals in cities like Los Angeles and San Diego and in countries like 
Canada, Australia, and Belgium. 

The remainder of this chapter provides more detail about these three 
phases. The chapter concludes with lessons learned and observations on 
what’s on the horizon—the evolution of digital “platforms” as the backbone 
for collaborative networks.

EARLY ACTION: THE EVOLUTION AND USE OF 
COLLABORATIVE NETWORKS

While state and local networks have tended to emerge bottom-up, net-
works at the federal level seemed to be largely an outgrowth of top-down 
initiatives to improve cross-agency or federal-state “coordination” efforts—in 
areas such as grants management, avoiding duplicative capital investments in 
hospital equipment in a common geographic area, or working across agency 
boundaries that shared a common geographic boundary. The dynamics within 
networks differ from those that are bottom-up versus top-down, and informal 
versus formal. Networks also start at the agency level, with agency leadership 
serving as “networking entrepreneurs.” Observers judge the bottom-up and 
the mid-level manager approaches as more likely to be successful, generally 
due to better buy-in by those doing the actual work.
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Evolution of Bottom-Up Network Models

The use of collaborative networks that cross organizational boundaries 
has a long history. Many of the early networks evolved in response to specific 
needs at the state and local levels, dealing with practical problems—such as 
sharing fire-fighting equipment and staff in emergencies via mutual aid agree-
ments, joint economic development initiatives, or addressing natural resource 
issues in a common watershed. 

In a 2003 report, Leveraging Networks: A Guide for Public Managers 
Working Across Organizations, Robert Agranoff described a dozen such 
locally-driven networks in the Midwest, observing: “Social capital, or the 
built-up reservoir of good will that flows from different organizations working 
together for mutual productive gain, no doubt is the ‘glue’ that holds people 
together or the ‘motivator’ that moves the process along.”9

Mark Imperial, in a 2004 report, Collaboration and Performance Man-
agement in Network Settings: Lessons from Three Watershed Governance 
Efforts, provides a vivid case study of a bottom-up, local-level collaborative 
network.10 He describes the collaborative efforts of three watershed gover-
nance efforts with activities dating back several decades in places as diverse 
as Lake Tahoe, NV; Tillamook Bay, OR; and Tampa Bay, FL. He observed 
that each watershed governance effort developed its own unique perfor-
mance management system, to hold each of its participating members jointly 
accountable for the group’s actions. He concluded that “collaboration is a 
strategy for getting things done” by improving both service delivery as well as 
environmental conditions. Common collaborative activities included “habitat 
restoration,…streamlining permitting processes, improving enforcement, and 
coordination land acquisition to improve service delivery.” 11

Evolution of Agency-Activated Network Models

Some networks evolved based on entrepreneurial efforts of leaders at 
the agency level within larger organizations. Following are two examples of 
federal-level collaborative initiatives that reached beyond their own agency 
boundaries. They include the Federal Emergency Management Agency’s Safe 
Construction Networks launched in the late 1990s, and a Department of 
Health and Human Services initiative to improve community-level health care.
• Federal Emergency Management Agency (FEMA): A notable example 

of how one federal agency activated a collaborative network is a 2002 
case study by William Waugh, Jr., Leveraging Networks to Meet National 
Goals: FEMA and the Safe Construction Networks, which describes the 
development of Safe Construction Networks by FEMA in the 1990s.12 
After a series of disastrous hurricanes, wildfires, and earthquakes, FEMA 
undertook in 1995 a National Mitigation Strategy to reduce property 
losses and protect lives. Pursuant to this strategy, FEMA created in 
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1997 an initiative called “Project Impact.” A key focus of this initiative 
was to encourage safe construction. This included, for example, land-
use regulations in flood plains that promoted elevated construction and 
flood-proofing buildings. It also required the collaboration of not only local 
jurisdictions, but also state coastal zone management programs, private 
insurance companies, building code standard-setting organizations, con-
struction companies, and non-profits promoting disaster-resistant model 
home designs. 
 Initial distrust among the voluntary participants are because “Project 
Impact community participants [perceived] that FEMA officials were try-
ing to foist certain kinds of projects on them rather than accept local 
priorities and proposals.” FEMA quickly learned that working within a 
network “does require a less aggressive, more collaborative style of lead-
ership.” Ultimately, this pioneering network did not survive the transition 
from the Clinton to the Bush administration, but it offered clear lessons to 
other federal agencies on the importance of “strong interpersonal skills…
and considerable political acumen in order to interact effectively.”13

• Department of Health and Human Services’ Bureau of Primary Health 
Care (BPHC): Another pioneering example of the use of an agency-acti-
vated collaborative approach to tackle an ambitious goal is the BPHC’s 
“100% Access/0 Health Disparities” campaign from 1998–2002. John 
Scanlon, in his 2003 report, Extraordinary Results on National Goals: 
Networks and Partnerships in the Bureau of Primary Health Care’s 
100%/0 Campaign, describes how the BPHC, provided $1 billion in 
grants to community health centers and staffing support via the National 
Health Services Corps.14 A leadership cadre within the BPHC collectively 
decided to set a national goal of providing 3,000 communities across the 
country with access to health care by all residents, focused on eliminating 
health-status disparities among the vulnerable and uninsured. Scanlon 
found that the strategy was to “launch a self-organizing, self-sustaining 
movement” with multiple levels of leadership at the national, state, and 
local levels sharing a common vision and measurable goals.
 The initial goal was to enroll 500 communities in the first three years 
of the initiative by gaining commitments from local doctors and other 
health care providers within these communities. As the initiative enrolled 
communities, it identified selected local benchmark models. BPHC then 
began to partner with existing national networks of physicians, hospitals, 
pharmacists, unions, local elected leaders, and faith communities. BPHC 
established performance partnerships with groups such as the United 
Way of America and the American Academy of Pediatrics to work with 
communities to restructure existing community assets and reinvestments 
to ensure access to care. By 2002, the campaign transitioned its lead-
ership from BPHC to a non-profit, the Community Health Leadership 
Network, that continued the initiative as a “national movement.”15 By the 
late 2000s, the national network had disintegrated, but scattered local 
movements continue.
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What triggered agencies like FEMA and BPHC to undertake efforts like 
this on their own initiative at an agency level within the federal government? 
In both cases, leaders of these initiatives said their efforts responded to the 
adoption of the Government Performance and Results Act of 1993, which 
requires agencies to develop plans and measures of performance. This Act 
signaled a shift in managerial attention from processes, programs, and activi-
ties to achieving mission-focused results. This new focus highlighted the need 
to collaborate more actively with stakeholders beyond their programs and 
agencies. 

Evolution of Top-Down Network Models

The FEMA and BPHC examples were agency-activated and occurred 
within the context of larger organizations. Efforts to formalize the use of col-
laborative governance at the national cross-agency (and cross-sector) level 
first appeared in the mid-1990s and were dubbed “national strategies.” 
These included the statutorily-mandated 1997 National Military Strategy of 
the United States of America and the International Crime Control Strategy 
in 1998. 

These strategies, not signed by the President, largely dealt with issues 
within the bounds of a specific agency. For example, the national military 
strategy signed by the chairman of the Joint Chiefs of Staff focused on the 
armed forces—force structure, acquisition, doctrine, etc. Other agencies 
had developed cross-cutting national strategies. The Office of National Drug 
Control Policy’s national strategy and the attorney general’s interagency coun-
terterrorism and technology crime plan pre-existed the Bush Administration’s 
use of national strategies.

After the 9/11 terrorist attacks, President George W. Bush understood the 
criticality of developing a national—not just a federal—approach to fighting 
terrorism. He expanded the use of a relatively new policy vehicle—which the 
White House called a “national strategy” document—as a way of creating an 
overarching strategic plan around a specific need or outcome, signed by the 
President. One of the first signed by the President was the 90-page National 
Strategy for Homeland Security, issued in July 2002. It addressed the threat 
of terrorism in the U.S. and focused on the domestic efforts of the federal, 
state, local and private sectors.16 

President Bush’s Administration issued about a dozen other national 
strategies that addressed a pressing national—not just federal—issue, such 
as homeland security, cybersecurity, and pandemic preparation.17 These 
strategies were typically orchestrated by the White House. The approach 
ebbed in the transition between the Bush and Obama Administrations, even 
though it was still being promoted by the Government Accountability Office 
(GAO) as late as 2017.18

GAO found that national strategies differed from other federal government 
planning documents in their national scope, and oftentimes had international 
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components. The federal government did not control many of the sectors, 
entities, or resources involved in implementing these strategies. GAO also 
found a rough hierarchy among the various terror-related strategies with 
cross-references among them. For example, the National Security strategy 
provided an overarching strategy while the Homeland Security strategy pro-
vided more specific approaches to combating terrorism domestically.

Several of these early federal top-down collaborative networks were 
discontinued, largely because of changes in leadership between presidential 
administrations.

In the 1990s and early 2000s all levels of government experimented 
with different forms of inter-organizational collaborative networks. Some 
were emergent and bottom-up, some mandated and top-down. Some were 

The Special Case of The Incident Command System

The Incident Command System (ICS) is an organizational model developed at 
the local level in California in the 1970s by firefighters struggling to overcome 
an organizational paradox that most crises create. Crises require a mix of skills 
and capacities beyond a single organizational hierarchy, or a single political 
jurisdiction, and therefore need a network of responders. Forest fires do not 
respect boundaries between counties or cities. At the same time, crises require 
coordination, rapid decision-making and decisive, coordinated action — char-
acteristics associated with hiearchies. 

In a pair of studies of the ICS approach, Leveraging Collaborative Networks in 
Infrequent Emergency Situations (2005) and From Forest Fires to Hurricane 
Katrina: Case Studies of Incident Command Systems (2007), Donald Moyni-
han concludes that the ICS approach solves this paradox by leveraging the 
strengths of both networks and hierarchies.19 This approach has since been 
applied successfully in a range of other crises, such as responding to conta-
gious poultry diseases, the pandemic scare of 2004, and natural disasters. 
This organizational model involves a latent network among a wide range of par-
ticipants that occasionally gather to share information and train together, but it 
does not come into action absent a specific triggering event. When that occurs, 
pre-defined roles and responsibilities and the latent network quickly becomes a 
hierarchical organization. After the event, it returns to being a latent network.

Dr. Moynihan’s case studies found that ICS works best when the network size 
and the scale of the disaster are geographically limited, the responders are 
experienced with the ICS approach, and the responders have a strong posi-
tive working relationship with one another. While these limitations may bound 
the effectiveness of this approach in a wider range of situations, it was seen 
as compelling enough that, in 2004, the Department of Homeland Security 
extended the approach as national policy used in response to all national emer-
gencies, called the National Incident Management System.
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event-specific (e.g., local responses to a flood), some geographic-specific 
(e.g., watershed improvements), and some population-specific (e.g., reducing 
health disparities). But this approach gained traction in public management 
and moved beyond the experimentation phase, expanded into other policy 
domains, and scaled to larger and more complex public challenges.

EXPANSION: THE MATURATION AND SCALING 
OF COLLABORATIVE NETWORKS

In the 2000s, the use of collaborative networks expanded. This approach 
was used at all levels of government and in increasingly complex policy envi-
ronments involving multi-sector partners. As collaborative networks matured, 
they often changed their composition of participants, strategic focus, and how 
they worked together. The growing pains of various networks helped identify 
common challenges that networks face as they strive for longer-term sustain-
ability. Addressing these barriers systematically helped pave the path toward 
institutionalization of collaborative governance as a useful approach for public 
managers.

Expanded Use of Complex Collaborative Networks

The early 2000s saw the use of collaborative networks expand in com-
plexity by involving multi-sector actors in different policy domains. The fol-
lowing four examples of such networks, demonstrate the breadth of issues in 
the network model:
• Minnesota Traffic Congestion Program: The U.S. Department of Trans-

portation sponsored in 2007 a pilot program—Urban Partnerships—to 
reduce urban traffic congestion. One of the pilots focused on a cross-
sector collaborative effort in the Twin Cities metropolitan area of Minne-
sota, the subject of a 2009 report, Designing and Managing Cross-Sector 
Collaboration: A Case Study in Reducing Traffic Congestion, by John 
Bryson, Barbara Crosby, Melissa Stone, and Emily Saunoi-Sandgren.20 
The Twin Cities traffic congestion management initiative led to the devel-
opment of relationships among state and local government agencies and 
between the public and private sectors. This, in turn, led to changes in 
existing organizational structures, processes, and norms of interaction. 
The report examined the use of a system for charging road users during 
peak traffic times in order to reduce traffic congestion. But, because of 
the diverse mix of stakeholders involved, the report looked at other poten-
tial congestion-reduction strategies such as increasing public transit and 
telecommuting. Interestingly, as the project matured over time, the mix of 
stakeholders changed and the dynamics of the group of participants also 
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changed. Critical factors in the success of the initiative involved having 
a project manager who could connect diverse stakeholders, as well as 
having respected, neutral organizations and conveners who could work 
with stakeholders.

• Homeless Networks: When President Obama took office in 2009, his 
Open Government initiative advocated the use of collaboration and set a 
new tone at the federal level. This supportive attitude contributed to the 
expanded use and scaling of collaborative networks at the federal level. 
For example, continuum of care homeless networks had been promoted 
via a 2009 federal law. They are comprised of multiple community-based 
or self-organized networks representing the public, private, and nonprofit 
sectors that work together to address homelessness within their com-
munities. A number of these networks pre-existed the federal program, 
but they were able to expand as a result of the program. In 2014, about 
$1.8 billion in funding was provided to nearly 400 networks involved in 
planning, providing, and tracking the effectiveness of a range of services 
to eliminate homelessness. A 2016 report, Effective Leadership in Net-
work Collaboration: Lessons Learned from Continuum of Care Homeless 
Programs, by Hee Soun Jang, Jesus Valero, and Kyujin Jung, found that 
the most successful of these networks had leaders who exhibited inclu-
sive leadership styles, were agile and adaptive, and used performance 
information effectively in making decisions.21

• Multi-National Networks: Collaborative ventures sometimes result in 
multi-national and bi-national boundary efforts. A 2011 report, Envi-
ronmental Collaboration: Lessons Learned About Cross-Boundary Col-
laborations, by Kathryn Bryk Friedman and Kathryn Foster, examined 
U.S.-Canadian-Mexican environmental efforts that resulted in collabo-
ration around cleaner air and water.22 While most collaborative efforts 
begin informally, multi-national and bi-national international efforts are 
seen as needing a formal written agreement to provide needed legitimacy 
to act jointly: “While they find that many of the elements necessary for 
effective collaborative ventures are critical—such as a clear purpose, 
dedicated staff, and the willingness to be flexible—they conclude that a 
bilateral collaborative venture is often more effective when it has formal 
legal structures in place that enhance its legitimacy in the eyes of vari-
ous stakeholders. Informal collaborations are often useful precursors to 
more formal efforts. These informal efforts are often not seen as having 
the necessary legitimacy and resources in order to be as effective as 
their more formal counterparts.”23 For example, formalized bi-national 
technical groups were created between the U.S. and Canada with a com-
mitment to “maintain and restore the chemical, physical, and biological 
integrity of the Great Lakes Basin ecosystem.”24

• Food Safety: Not all efforts to create collaborative approaches suc-
ceed. For example, food safety responsibilities have historically been 
fragmented and decentralized among 16 federal agencies responsible 
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for implementing 30 different laws and myriad state, local, and private 
sector entities. This policy area may be ripe for greater collaboration but, 
absent a willingness by key stakeholders, little progress has been made. 
Even presidential directions to increase cross-agency collaboration had 
largely failed to better integrate the food safety ecosystem. This resulted 
in GAO adding food safety to its list of high-risk programs. Nevertheless, 
efforts began in 2010 to integrate public and private sectors as partners 
in food safety to define an ecosystem approach, according to a report, 
Food Safety—Emerging Public-Private Approaches: A Perspective for 
Local, State, and Federal Government Leaders, by Noel Greis and Monica 
Nogueira.25 However, absent congressional support and a consensus for 
action by key stakeholders, little progress has been made according to a 
2017 report by GAO—in part because the U.S. food safety system never 
envisioned the regulation or coordination of global production and supply 
chains.26 In June 2018, the Trump Administration’s government reorga-
nization plan included a proposal to create a single food safety agency.27

Development of New Tools to Support Collaborative Initiatives

As collaborative networks evolved in different policy domains, supporting 
technologies and network models evolved in parallel to support their growth. 
Technologies that support collaborative networks include:
• Social Media Tools: The evolution of a range of electronic tools, espe-

cially over the past decade, has dramatically lowered the “friction” of 
operating in collaborative networks. These tools include shared networks, 
shared data, video chat, and mobile devices. Together, they have helped 
lower the communication and coordination challenges endemic with the 
operation of interpersonal and highly dispersed collaborative networks. As 
noted in Chapter Five, the pervasive use of social media in individuals’ 
private lives has led to the rapid adoption of these tools in the work place. 
A study by Greg Treverton, New Tools for Collaboration: The Experience of 
the U.S. Intelligence Community, describes how tools created for social 
media have been adapted for use in the Intelligence Community to foster 
greater collaboration in operational analyses and analytic processes.As 
examples, he writes: “An Intellipedia wiki is continuously updated with 
a timeline and links to various teams, portals and documents. eChirp, 
a variant of Twitter, is used to broadcast quick updates. GlobalScene is 
crowdsourcing, spontaneously relating, discovering and discussing across 
the hidden realms of the U.S. Intelligence Community.”28 He observes 
that these collaborative tools contribute to greater productivity, but still 
have “a long way to go” in terms of broader adoption across the com-
munity, in part because organizational cultures do not provide incentives 
for collaboration.
Similarly, in a 2016 report, The Social Intranet: Insights on Managing and 
Sharing Knowledge Internally, Ines Mergel examines the use of “social 
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intranets” in several agencies (also discussed in Chapter Five).29 Social 
intranets are “in-house social networks that use technologies—such as 
automated newsfeeds, wikis, chats, or blogs—to create engagement 
opportunities among employees.” Mergel found that social intranets can 
create broader communities within agencies. One manager she inter-
viewed said “The real key was to increase the ability for people to find 
each other…And to have expertise emerge that wasn’t explicit in the job 
description of that person.”30 For example, the State Department’s Cor-
ridor initiative, launched in 2010, allowed a globally dispersed staff to 
quickly share information about events that might not be communicated 
as readily through the more traditional formal diplomatic cables. The plat-
form “supports the creation of online communities to publish information 
and connect with employees across the department,” she notes.31

• Communities of Practice as a Tool: Another tool for collaborative networks 
is “communities of practice,” designed around common areas of interest 
rather than an event. In a 2003 report, Communities of Practice: A New 
Tool for Government Managers, William Snyder and Xavier Briggs wrote 
“Communities of practice provide a social context for building and sharing 
ideas and experiences together, and for getting help from colleagues to put 
them into practice.”32 In an example from the late 1990s, they describe 
how the Boost4Kids community of practice was formed as a pilot initia-
tive to demonstrate the value of collaborative networks. This community 
focused on improving results for kids, such as school readiness, health 
insurance, and better nutrition. Network participants included not only a 
range of federal agencies, but also a number of foundations and nonprofits. 
Thirteen localities pioneered the community, and each brought state, 
local, and nonprofit partners to the table, as well. Each locality also devel-
oped a “performance partnership” with a federal agency champion to 
help measure results and cut red tape. Nascent electronic tools included 
GIS maps, electronic “universal” program applications for families within 
the localities, and access to best practices on ways to enhance school 
readiness. The network model was originally a hub-and-spoke design that 
brokered assistance from various federal agencies, but eventually evolved 
to a peer-to-peer network based on community-wide conference calls 
that linked all participants together. Though participants found value in 
the network, it disbanded in the early 2000s after federal sponsorship 
waned.

• Stewardship Contracting as a Tool: Cassandra Moseley wrote a 2010 
report, Strategies for Supporting Frontline Collaboration: Lessons from 
Stewardship Contracting, on the use of stewardship contracting as a tool 
to support frontline collaboration, specifically in ecosystem management 
of forest lands and watersheds.33 Stewardship contracting involves a set 
of legal authorities granted to the Forest Service and the Bureau of Land 
Management (BLM) to contract and partner with outside entities “to 
perform restoration work and create local community benefit,” accord-
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ing to Moseley. The traditional contracting approach was “an adver-
sarial system that rewarded inexpensive rather than high quality work.”34 

The new approach allowed timber harvesting in ways that reduced fire 
hazards, and the revenues from that timber could be reinvested within 
the local community to pay for other restoration activities developed by 
the community in conjunction with the Forest Service and BLM. This 
approach allowed experimentation with new strategies and resulted in 
bringing “additional financial and technical resources to the collaborative 
from non-federal entities.”
These and other examples of collaborative networks show that, as 

governance strategies, they were beneficial and made a difference in their 
respective policy arenas—and that the various supporting tools have lowered 
barriers to using the network approach. However, in most cases, these net-
works could not sustain themselves over the long run because of the difficul-
ties with working in a collaborative environment—especially in the context of 
the traditional and self-sustaining hierarchical model. In the 2010s, efforts 
were undertaken to address some of the common challenges to creating and 
sustaining collaboration-based initiatives.

Identifying Challenges to Institutionalization

The wide range of experimentation in multiple policy arenas in the 1990s 
and early 2000s surfaced institutional, cultural, political, and other challenges 
to the use of collaborative approaches. These challenges were explored by 
Janet Popp and her colleagues in a literature review of studies on collabora-
tive networks in their 2014 report discussed earlier. These challenges can be 
grouped into three categories:
• Institutional, organizational, and governance challenges
• Cultural and staff challenges
• Political, accountability, and measurement challenges

Institutional, Organizational, and Governance Challenges
With government traditionally organized along bureaucratic lines of 

authority, sharing authority and responsibility across program or organi-
zational boundaries is counter-intuitive. In addition, statutory constraints 
reinforce agency and program boundaries, thereby discouraging sharing 
and working collaboratively—and reinforcing organizational autonomy. Fur-
thermore, there are often clashes in culture and “institutional logics.” For 
example, the food safety approach used in the 1990s by the Food and Drug 
Administration was scientific and pathogen-based, while the Department of 
Agriculture’s traditional approach to meat inspection was based on the use of 
visual “poke-and-sniff” to detect diseased carcasses.

In addition, bottom-up collaborative efforts are often seen as undermining 
the authority of a hierarchical system. In addition, the bottom-up efforts can 
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be viewed as lacking the legitimacy to act. Furthermore, bottom-up efforts are 
administratively difficult for staff to work across boundaries and administra-
tive systems. For example, how are employees’ performance to be appraised 
if they work on-site at another agency? What about paying travel and train-
ing expenses? How is accountability defined? Finally, using a collaborative 
approach is time-consuming and requires patient consensus building to 
develop a shared commitment to common purposes, goals and approaches.

Cultural and Staff Challenges
Members of a collaborative initiative often lack experience working across 

organizational boundaries, and leadership within a network requires different 
styles than in a hierarchical organization. Typically, individual incentives and 
rewards are recognized in hierarchical, not horizontal, systems. Managers 
successful in hierarchical systems know how to compete for resources for 
their own stovepipe. In addition, they are recognized and rewarded within 
their own professional circles, not across disciplines or organizational cultures. 
Those involved in a collaborative network can find themselves isolated from 
their hierarchical peers and feel their career opportunities may be jeopardized 
by working in a collaborative environment. Yet, some entrepreneurial manag-
ers are so committed to a mission that they take these risks. For example, 
the leadership cadre within the BPHC, described earlier, undertook such an 
initiative. However, these types of networks are often driven by individual 
personalities and lack resilience if they lose key network participants—as was 
the case with the BPHC.

Political, Accountability, and Measurement Challenges
The traditional agency- and program-based hierarchical structure can 

dictate the distribution of how power, influence, dollars, and accountability 
is held. Competition is a natural trait in the political sphere; however, it can 
present a stumbling block in collaborative ventures. Accountability can raise 
problems in a collaborative network because it is often not clear to whom 
a network is accountable, especially in an emergent network that forms 
informally at first and then grows. Also, the diffusion of accountability can 
lead to “free riders” whose organizations benefit but do not contribute to the 
work of the network. For example, the early stages of the 2013 cross-agency 
priority goal for Science, Technology, Engineering and Math—to collaborate 
around improving educational instruction approaches across about 200 dif-
ferent programs in 13 different agencies—found participants meeting in many 
subcommittees but with little accountability to accomplish anything. In later 
years, greater visibility to top-level government leaders and clearer measures 
of long-term outcomes led to strengthened accountability for action.35

These and other challenges combine to make it difficult to sustain the use 
of a network approach over time, but there have been lessons learned about 
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reducing “coordination fatigue” and costs—mainly by developing an appropri-
ate governance structure, meaningful measures of progress, and a network 
culture that reinforces good behavior.

INSTITUTIONALIZATION: OVERCOMING 
CHALLENGES TO THE USE OF NETWORKS

Collaborative networks tend to be institutionally fragile, as seen in some 
examples presented earlier that were initially successful but disbanded over 
time. They depend heavily on the development of interpersonal trust between 
stakeholders, higher-level executive champions to provide a sense of legiti-
macy, and the availability of network leaders who are skilled in managing 
across boundaries and can serve as neutral brokers and facilitators rather 
than as more traditional top-down “strong leaders.” Networking is hard 
work and time-consuming because of the coordination and transaction costs 
imposed on the network’s leaders and participants. In fact, Bryson and his 
colleagues observe that “collaboration is not an easy answer to hard problems 
but a hard answer to hard problems.36

Still, collaborative networks can effectively address key public issues 
in a wide range of policy domains. As a result, efforts have been taken to 
reduce challenges and improve the chances for the sustainability of net-
worked approaches. In recent years, progress has been made in three areas: 
(1) enhancing organizational capacity to act via the use of networks, (2) 
enhancing staff capacity to work in networks, and (3) developing a capacity 
to measure and assess the progress of networked initiatives. Probably the 
most prominent marker for the move to institutionalize the use of collaborative 
networks was the passage of the GPRA Modernization Act in 2010, which 
advanced progress in each of these three areas.

Enhancing Organizational Capabilities to Act

As noted earlier, there are many institutional, organizational, and gover-
nance challenges to creating and sustaining the use of collaborative networks 
to solve public problems. However, in the past decade, a number of new 
statutory and administrative capabilities have appeared.

New Statutory Authority
When the effectiveness of the Government Performance and Results 

Act (GPRA) was revisited in 2010 by Congress and the Administration, it 
expanded to include provisions that encouraged cross-agency collaboration 
around common priorities. The GPRA Modernization Act provided statutory 
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authority to create a small handful of Cross-Agency Priority (CAP) Goals, des-
ignate goal leaders, and publicly report on their progress. In a 2017 study, 
Cross-Agency Collaboration: A Case Study of Cross-Agency Priority Goals, 
John Kamensky concluded that demonstrable progress occurred across the 
board: “The actions taken within each of the CAP Goals have resulted in 
increased performance and results in several areas that, in a number of cases, 
had previously demonstrated little to no progress. For example, past efforts 
to coordinate permitting and review processes between agencies lagged until 
this initiative was designated as a CAP Goal.”37

The Trump Administration continued this effort by releasing its own set 
of cross-agency priority goals in March 2018. This was seen as a sign of con-
tinuity of commitment to using the process of cross-agency goals to manage 
multi-agency collaborative efforts. For example, one of the new priority goals 
involves improved coordination of infrastructure permitting and review pro-
cesses. This Infrastructure Permitting and Review CAP Goal supports a major 
Administration priority – increasing investments in public infrastructure – by 
creating a central coordination point for 35 statutory review and permitting 
processes across 18 federal agencies.

In addition to the overarching statutory authority for CAP Goals, there are 
other statutory authorizations for collaborative approaches. For example, the 
2014 Workforce Innovation and Opportunity Act requires the federal Depart-
ments of Labor, Education, and Health and Human Services to collaborate 
on an ongoing basis around implementation. The law’s requirements involving 
interagency collaboration include “issuing regulations, developing a common 
performance system, and overseeing state planning.” Interestingly, GAO 
assessed the progress in implementing this program, using as assessment 
criteria seven leading practices that can enhance and sustain federal collab-
orative efforts.38 Having such assessment criteria is also an encouraging step 
toward institutionalization.

New Governance Institutions 
In addition to statutory authorities provided by the new law, parallel 

developments contributed to greater institutionalization and sustainability of 
the use of collaborative networks that involved advances in technology, pro-
cesses, people, and structures.

For example, a number of organizational structures have evolved over the 
past decade to support various collaborative initiatives. Over the past two 
decades, Congress has mandated the establishment of cross-agency councils 
for the leaders of financial management, technology, personnel, and acquisi-
tion. The General Services Administration (GSA) staffs these various councils, 
in addition to the President’s Management Council comprised of the chief 
operating officers (generally the deputy secretaries) of the major departments 
and agencies. Together, these councils serve as a “network of networks” of 
the federal government. Other supportive elements include:
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• A federal governmentwide online electronic sharing platform, the MAX 
Community, engages more than 150,000 federal employees at the 
operational level so they can work with colleagues in other agencies more 
readily than through traditional channels. 

• GSA’s Technology Transformation Service continues efforts to provide 
facilitation, training, and coordination, and serves as a catalyst for cross-
agency collaborative efforts. It shares best practices and helps nascent 
organic networks navigate legal and other barriers to communities of 
practice. 

• The U.S. Digital Service provides cutting-edge technology support to 
agencies, often by partnering with agency staffs to jointly develop solu-
tions for high-profile technology challenges. 

• Collaborative capacities have evolved and innovated at the agency level, 
such as the Department of Health and Human Services’ innovation office, 
the IDEA Lab.

New Administrative Routines
The implementation of the GPRA Modernization Act led to a series of new 

administrative processes being put into place that provided both legitimacy for 
the use of collaborative networks and a degree of institutional stability. The 
law mandated the creation of Cross-Agency Priority Goals, led by a desig-
nated goal leader. While piloting this new approach before fully implementing 
it, the Office of Management and Budget (OMB) found greater strength in des-
ignating at least two co-goal leaders—one with policy authority, often out of 
OMB or the White House, and one with agency-level authority, often a deputy 
secretary. OMB also found that having a small support staff and a small fund 
to support individual goals was critical to ensuring day-to-day attention to the 
development and operation of the network of agencies involved in implement-
ing a goal. And, having small amounts of seed funding helped get individual 
goals off to a quicker start than if goal leaders had to wait for funding to flow 
from participating agencies via different accounts. 

The other important routine was the requirement that cross-agency goal 
leaders conduct quarterly progress reviews and post their progress and next 
steps on the performance.gov website. This ensured an ongoing rhythm 
and focal point for goal teams to continue meeting, and to engage senior 
government officials in helping address barriers the teams could not solve 
themselves.

Enhanced Staff Capacity

A second set of developments over the past decade involved building 
greater capacity for leaders, managers, and participants to operate in net-
works.
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Developing Network Leadership Skills 
GAO has forcefully articulated the importance of investing in the devel-

opment of effective collaborative leadership. GAO noted in a 2010 report 
on national security threats that “no single federal agency had the ability to 
address these threats alone” and that there are barriers to agencies collabo-
rating to address threats. GAO observed: “One barrier stems from gaps in 
the knowledge and skills national security professionals need to work across 
agency lines” and that interagency training and other professional develop-
ment may “help bridge such gaps by enhancing mutual trust and understand-
ing among personnel from different organizations.”39

Two reports examined the competencies needed by senior executives 
for network leadership. Interestingly, a 2012 survey of federal career execu-
tives, Collaboration Across Boundaries: Insights and Tips from Senior Federal 
Executives, by Rosemary O’Leary and Catherine Gerard, found that execu-
tives themselves felt the most important attributes for their success were 
interpersonal and group process skills—not policy or technical expertise.40 A 
2013 report, Developing Senior Executive Capabilities to Address National 
Priorities, by Bruce Barkley, recommends creating “a small, high-level cadre 
of cross-agency executives,” drawn from the existing ranks of career senior 
executives, to take on large cross-agency priority initiatives. He also offered 
a set of competencies as key attributes that such executives should have for 
success in this newly defined role.41

In 2014, President Obama committed to a White House leadership 
development program for a select group of promising career managers that 
reflected some of the recommendations offered by Barkley. That year-long 
program launched in 2015 and continues today to provide developmental 
experiences for a select group working on governmentwide, cross-agency 
initiatives.

Developing Network Participant Skills 
In addition to overall leadership skills, there is a need for a greater under-

standing of roles and behaviors among lower-level managers and members 
of networks. Brinton Milward and Keith Provan wrote A Manager’s Guide to 
Choosing and Using Collaborative Networks in 2006. They found that manag-
ers of a collaborative effort have to rely on trust and reciprocity rather than 
hierarchical chains of command. They observed that “There are five different 
tasks that lead to effective network management” and that these include roles 
where they have dual responsibilities and roles for management of a network 
but also management in a network. These include management of:
• accountability, such as determining who is responsible for which out-

comes
• legitimacy, such as attracting positive publicity and new members
• conflict, such as development of mechanisms for conflict and dispute 

resolution
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• design (or governance structure), including when a structure should be 
changed based on participant needs

• commitment, which includes ensuring support of network goals goes 
beyond a single person in the organization

Having such a framework for understanding roles and responsibilities 
provides an essential step in developing the right skills and attributes for 
network leaders.42

New Capacities to Measure and Assess Progress

In addition to developing different models for organizing networks, a 
number of assessment tools have evolved to address accountability and mea-
surement challenges associated with the use of networks. One of the more 
prominent is the use of a technique called “social network analysis.” Evelien 
Otte and Ronald Rousseau wrote in 2002 that social network analysis is an 
analytic approach for investigating social structures within organizations, such 
as who is linked in terms of informal working relationships. Visual maps show 
the social structures and networks of people or things and the strength of 
their ties with each other. This form of analysis helps sociologists as well as 
network managers to identify “nodes” within networks of key individuals.43

In addition to the statutory and administrative capabilities to support 
collaborative networks described above, a number of parallel developments 
are essential to the longer-term sustainability of networks. These involve 
developing capacities to both assess the effectiveness of networks and assure 
their accountability to the public and taxpayers. Traditional evaluation and 
audit tools are insufficient because of their complexity. Why is this? Barbara 
Romzek and Jeannette Blackmar, in a 2012 article, write: “Social service 
networks operate within a tangled web of bilateral and multilateral ties that 
encompass multiple vertical and horizontal accountability structures reflect-
ing both formal and informal accountability relationships at the organizational 
and individual levels.” They go on to say: “Accountability arrangements in 
networks present special concerns because of the potential for accountability 
to get ‘lost in the cracks of horizontal and hybrid governance’.”44 

In a specific network case, Christopher Koliba, Asim Zia, and Russell 
Mills examined the emergency management network response to Hurricane 
Katrina and concluded that an accountability model for such a network would 
need to address three sets of relationships:
• democratic (elected representatives, citizens, and the legal system)
• market (owners and consumers) 
• administrative (bureaucratic, professional, and collaborative)45

This level of complexity in an evaluation has, to date, been beyond what 
most evaluators and auditors have considered. So, how does one measure 
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performance in networks? Romzek proposes an informal approach: that par-
ticipants in networks hold each other jointly accountable. This may work in 
certain circumstances, but in a strongly hierarchical political system such as 
in the U.S., that answer does not suffice. Chris Silva writes that participants 
and stakeholders in a network have varying perspectives on and values 
about what constitutes network effectiveness. These perspectives range from 
individual participants in a network, the organizations to which they belong 
and their stakeholders, and external stakeholders—political leaders and the 
community at large. He says that evaluating the effectiveness of a network 
needs to take all these perspectives into account, in addition to the specific 
outcomes intended—such as reducing human trafficking or water pollution.46

In undertaking such an evaluation, Koliba, in a 2011 article, suggests the 
use of three different methodological approaches:47

• Comparative case study analysis would be “a systematic way to identify 
and describe performance management systems within complex, inter-
jurisdictional networks.” It also discusses the role of federal agencies in 
building the capacity for such systems (for example, using traffic conges-
tion management efforts in Minnesota, as discussed earlier, as a model).

• Social network analysis would be used to “analyze the relationship 
between the kinds of network configurations” (for example, using emer-
gency management response plans in different regions of the country as 
a case study).

• Complex adaptive systems approach would be used to evaluate network 
performance (for example, using the deliberative processes developed to 
improve healthcare delivery networks as a case study).48

Developing these approaches and using them will provide assurances to 
policy makers that sustaining collaborative governance approaches, in parallel 
to the traditional hierarchical forms of governing, is an appropriate investment 
of their political capital.

LESSONS LEARNED

Based on observations over the past twenty years, most effective collab-
orative networks are not mandated by law in a top-down fashion, but emerge 
from the community affected largely bottom-up. Participants have to work 
collaboratively, sharing power and authority. Nevertheless, there is a role for 
legislative involvement. Legislation can create conditions and grant legitimacy 
for organizations to work in a collaborative manner, as seen in the GPRA 
Modernization Act’s provisions for the creation of Cross-Agency Priority Goals.

In addition to the challenges of forming, managing, and sustaining 
networks discussed above, several overarching lessons gleaned from two 
decades of observing a wide range of different collaborative networks include:
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• First, networks can be an effective tool. When applied in the appropri-
ate situation, with the right conditions in place, collaborative networks 
can be a powerful tool for solving challenges. These conditions include 
factors such as common goals, a willingness to share authority, and the 
ability to be held jointly accountable. As a result, public managers need 
to exhibit judgement as to when to deploy the use of networks. This 
was a success factor in developing the watershed collaborative networks 
discussed earlier.

• Second, there is no one-size-fits-all approach or design. Observing 
models of different networks in different environments is key for learning 
about how networks work. Networks need to be developed and applied 
to fit their specific context, and leaders need to build the institutional and 
organizational processes that can sustain cross-agency actions over time. 
Fortunately, as noted earlier, the 2013 report Implementing Cross-Agency 
Collaboration: A Guide for Federal Managers by Jane Fountain indicates 
that guiding principles have been developed, based on the experiences of 
pioneers in the field, that serve as useful starting points for those begin-
ning or joining a collaborative network.49

• Third, involving the right kind of people is key. Probably the most impor-
tant lesson is the role of individuals in a collaborative effort. Individuals 
have to be willing to bring the right mindset to the table, assume good 
intent by fellow network members, make activities transparent to the 
group, and be flexible about the evolution of the network.50 The 2012 sur-
vey of federal senior executives by O’Leary and Gerard found that execu-
tives perceived these attributes as critical success factors in their jobs.51

• Fourth, sustainability of networks is problematic. A consistent obser-
vation over time has been that collaborative networks often die, largely 
because of changes in key players, the lack of legitimacy or authority, or 
when partners stop contributing resources—either money or people—
when priorities change. In some cases, a network is a project with a 
clear beginning, middle, and end. But increasingly, collaborative networks 
involve longer-term efforts, such as networks among veteran services or 
foster children service providers. Further research can determine ways 
to ensure sustainability for such networks. The new statutory framework 
may help, at least for selected, top-down networks.

“Dual operating systems” will always exist in government—both hierar-
chical and networked. Public managers will benefit from the mix because the 
complexity of governing in today’s world demands both.
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LOOKING FORWARD

All of government will not suddenly transition to collaborative networks. 
And this model is not appropriate for everything that government does. As 
in the private sector, there will continue to be “dual operating systems,” with 
traditional hierarchies and collaborative networks operating side by side.52

But, as the prevalence of collaborative governance increases, the use of 
“collaborative platforms” will grow as part of the broader family of collabora-
tive network models. The platform concept is not new and has been widely 
adopted in the private sector. Businesses such as Uber, AirBnB, and Face-
book all have a platform-based business model. Currently, platform models in 
the public sector are more prevalent at the state and local levels, and in other 
countries, than in the U.S. federal government. They seem more sustainable 
than some other forms of networks.

What is meant by “platform?” Chris Ansell and Allison Gash wrote in 
2018: “...collaborative platforms are defined as organizations or programs 
with dedicated competencies and resources for facilitating the creation, 
adaptation and success of multiple or ongoing collaborative projects or net-
works.”53 They also noted that collaborative platforms “specialize in facilitat-
ing, enabling, and to some degree regulating ‘many-to-many’ collaborative 
relationships.” More effective platforms do not mandate participation, but 
rather catalyze and facilitate voluntary efforts.

Ansell and Gash found that a platform’s two key characteristics are to 
provide “a framework upon which and through which other activities may 
be organized,” and relative stability over time that is easily reconfigured to 
respond to changes in demand and the broader environment. The use of 
platforms may mitigate in ensuring the sustainability of networks by capturing 
information on progress, knowledge, and work products. The use of a plat-
form may also allow networks to scale and more quickly pivot in response 
to external shocks, such as funding cuts or the loss of a critical stakeholder.

In a 2008 report, Integrating Service Delivery Across Levels of Govern-
ment: Case Studies of Canada and Other Countries, Jeffrey Roy and John 
Langford describe how other countries have adopted digital platforms to 
improve the delivery of services to citizens. They wrote that public services 
are “traditionally delivered by a plethora of government agencies via programs 
that are not connected to each other.” They found a global movement to be 
more citizen-centric in the design and delivery of services using a network 
approach that relies on the use of digital platforms. This is being done in 
countries such as Canada, Belgium, Denmark, and Australia.54

At the U.S. federal level, this approach is not yet widely used in citizen 
interactions. However, the federal government has committed to the use of 
“enterprise platforms” for internal services, which is more about integrating 
services onto a common platform than using a voluntary collaborative net-
working approach. Examples include the move to shared services for human 
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resources and payroll,55 the creation of the Defense Health Agency that is a 
new platform for providing healthcare services such as pharmaceutical sup-
port across military services,56 and the Department of Homeland Security’s 
development of a multiagency operations center.57

As state and local citizen services platforms multiply and gain experience 
in delivering integrated services in the coming years, this model will likely be 
adopted more widely at the federal level as well.
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Assessing Risk

CHAPTER SEVEN

Highlights
• Since the 1990s, the federal government has substantially 

expanded its focus on managing risks inherent in its programs 
and activities.

• Over the past twenty years, agencies have evolved from a focus 
on compliance-based internal operational control and siloed 
approaches that address specific kinds of risk—such as financial, 
security, or program-specific risks—to adopt an organization-wide 
enterprise risk management approach. 

• Enterprise risk assessments are increasingly being incorporated 
into other government processes, such as strategic planning, 
resource allocation, decision-making, and internal controls. This 
trend brings processes together to create an integrated gover-
nance structure that will improve mission delivery, reduce costs, 
and mitigate the range of critical risks facing agencies. 

Michael J. Keegan
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ASSESSING RISK

By Michael J. Keegan

In 2004, the U.S. Department of Education’s Office of Federal Student Aid 
(FSA) established an enterprise risk management organization and hired its 
first chief risk officer, Stan Dore. Its goal was to strengthen FSA’s financial 
integrity and internal controls. This management decision exemplified the 
agency’s commitment to resolving high-risk organizational issues and empha-
sized the importance of proactively identifying and managing risks, especially 
at the strategic or enterprise level. In fact, as FSA began to systematically 
pursue risk management, in 2005, the Government Accountability Office 
removed FSA from its list of High-Risk programs. 

As the first chief risk officer for FSA, Dore led the effort to develop and 
prioritize activities for establishing and implementing an Enterprise Risk 
Management (ERM) vision, strategy, and framework. FSA began to implement 
an international standards-based ERM approach. Most federal agency efforts 
relating to risk had been limited to financial and internal control activities. 
Dore, like other ERM champions in federal agencies, faced a limited avail-
ability of ERM guidance, best practices, and other strategic approaches to 
identify, assess, and manage risk in government. 

Despite these challenges, FSA moved forward to establish a foundation 
for implementing its own ERM program. Fourteen years later, this example 
and experience serves as a guide for other agencies working to respond to 
requirements from the Office of Management and Budget (OMB) and to real-
ize the benefits of ERM.

INTRODUCTION 

This world is fraught with uncertainty, and all activities entail a certain 
level of risk. The increasing complexity and interconnectedness of today’s 
society only ups the ante on the unknown. What makes a difference for indi-
viduals and organizations alike is how well they can handle an uncertain envi-
ronment, with risks ranging from financial to reputational to operational. The 
way to manage this uncertainty is to build government’s capacity to anticipate 
and be resilient – to prepare for the future and its effects.

Government agencies are hardly immune to the effects of uncertainty, 
such as sequestration, budget cuts, or a government shutdown. Along with 
these threats, each day federal agency leaders face similar, as well as unique, 
risks associated with fulfilling their respective program missions. Today’s 
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headlines are full of stories about troubled website launches, cyber hacks, 
abuses of power, extravagant spending, and a host of other risk manage-
ment failures. The U.S. federal government has taken a hit, with the public’s 
trust in government continuing to be low as measured in numerous surveys.1 
This view stems in part from stories about how federal agencies could have 
improved their operational and mission performance, had leaders taken the 
time to foresee and mitigate potential risks.

Defining Risk as “Uncertainty that Matters”

The first step in tackling risk is defining it. The conventional view of risk 
focuses on potentially negative effects. Risk management in this context 
typically addresses managing threats to objectives. As Thomas Stanton and 
Douglas Webster describe in their 2014 book, Managing Risks and Perfor-
mance: A Guide for Government Decision Makers,2 defining risk as merely a 
threat that objectives will not be achieved leaves unanswered the question of 
how to actively balance risks that may pose opportunities as well as threats.

Maximizing the opportunity for success requires that threats and oppor-
tunities are managed together. As government leaders allocate and invest 
resources and develop strategic plans for their agencies, it is apparent that 
not all risks are threats -- some in fact bring opportunities. All future events 
and the achievement of future results—the heart of strategic planning—are 
uncertain because they have yet to happen. In identifying, analyzing, and miti-
gating risk, the methods of Enterprise Risk Management (ERM) can also be 
a powerful resource for strategic planning and effective decision making. To 
that end, government leaders should view risk as “uncertainty that matters.” 

When does risk matter? Webster underscores that this occurs when risk 
has a material impact on the achievement of an agency’s strategic objectives 
and mission execution.3 

With uncertainties that face government widening and deepening, exter-
nal and internal risks pose threats to achieving an organization’s goals and 
objectives. Such risks include strategic, cyber, legal, and reputational, as well 
as a broad range of operational risks such as information security, human 
capital, financial control, and business continuity. Risks come from both out-
side and inside an organization:4

 External risks. Factors as diverse as an aging workforce, changing social 
norms, or increased cybersecurity threats impact federal agencies in multiple 
ways. Changes in the external environment produce numerous risks over which 
the organization has little to no direct control. Having limited control over exter-
nal risks, however, does not mean ignoring them. Instead, agencies should 
assess external risks as part of evaluating the impact on achieving their objec-
tives, and the range of options available to address or mitigate that impact. 
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Internal risks. In addition to risks caused by events outside the organiza-
tion’s control, internal risks can be affected by organizational actions. These 
actions include internal processes, such as controls, training, values and 
culture. They are under the direct influence, if not outright control, of the 
organization.

Risks come in many different dimensions. The box below provides 
examples of the types of external and internal risks that organizations face, as 
described in a 2015 report, Improving Government Decision Making through 
Enterprise Risk Management, by Douglas Webster and Thomas Stanton.5

Ways of Managing Risks 

This chapter explores three approaches to managing risks in government:
• Use of internal control: The U.S. Government Accountability Office 

(GAO) has defined “internal control” as a set of activities that provides 
reasonable assurance that the objectives of an agency will be achieved—
specifically, effectiveness and efficiency of operations, reliability of finan-
cial reporting, and compliance with applicable laws and regulations.6

• Use of siloed approaches to risk management: The International Stan-
dards Organization (ISO) defines “risk management” as coordinated activ-
ities that direct and control an organization with regard to risk.7 In 2006, 
GAO defined this as a continuous process of assessing risks, reducing 
the potential that an adverse event will occur, and putting steps in place 

• Hazard risks, such as:
 Liability suits (e.g., operational, 

products, environmental)
 Fire and other property damage
 Theft and other crime

• Financial risks, such as:
 Price (e.g., interest rate, commodity)
 Liquidity (e.g., cash flow,
 opportunity costs)
 Credit (e.g., default by borrowers)

• Operational risks, such as:
 Customer service
 Succession planning
 Cyber security

• Strategic risks, such as:
 Demographic and social/cultural 

trends
 Technology innovations
 Political trends

• Reputational risks, such as:
 Procedural and policy mistakes 

by staff
 Perceptions of misuse of
 government resources
 Fraud or contract
 mismanagement

Source: Adapted from Brian Barnler, “Creating and Keeping Your Options Open - It’s Funda-
mental,” Chapter 5 In Managing Risk and Performance: A Guide for Government Decision 
Makers, by Thomas H.Stanton and Douglas W.. Webster, eds. Hoboken, NJ: John Wiley & 
Sons, Inc., 2014, p.123.

Examples of Types of External and Internal Risks
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to deal with any event that does occur.8 Risk management involves a 
continuous process of managing—through a series of mitigating actions 
that permeate an entity’s activities—the likelihood of an adverse event 
and its negative impact. Typically, traditional risk management has been 
implemented in “silos”—that is, specific functions such as financial man-
agement, or specific programs such as flood management.

• Use of Enterprise Risk Management (ERM): The international risk man-
agement society, RIMS™, defines ERM as “a strategic business discipline 
that supports the achievement of an organization’s objectives by addressing 
the full spectrum of its risks and managing the combined impact of those 
risks as an interrelated risk portfolio,” rather than addressing risks only 
within silos.9 ERM provides an enterprise-wide, strategically aligned portfo-
lio view of organizational challenges that offers improved insight about how 
to more effectively prioritize and manage risks to mission delivery.

The first two approaches provide the necessary foundations for the 
effective use of the third. According to OMB: “ERM is viewed as a part of an 
overall governance process, and internal controls as an integral part of risk 
management and ERM.”10

Organization of Chapter

As seen in the chart below, “Evolution of Risk Management: 1998-2018,” 
this chapter describes the evolution of risk management policies in U.S. fed-
eral agencies over a twenty-year period. This evolution can be divided into 
three phases:
• Early action: Early efforts in the 1980s and 1990s to manage risk in 

government focused largely on internal and administrative controls, with 
some application of traditional risk management principles. Congress 
passed laws, OMB issued guidance, and the General Accounting Office 
(since renamed the Government Accountability Office) defined stan-
dards—all in an effort to prescribe how federal agencies should manage 
internal risks (i.e., financial, human resources, systems, compliance, and 
operations risks). This early emphasis on internal control was part of a 
burgeoning movement focused on improving accountability in federal 
programs and operations that addressed fraud, waste, and abuse (see, 
for example, the box about GAO’s High-Risk Government Programs later 
in this chapter). Federal agencies also began to employ, on an ad hoc 
and frequently siloed basis, risk management approaches to manage 
functional risks. Risk management practice also matured generally, with 
the issuance of a “first of its kind” standard risk management framework 
and process by the international Committee of Sponsoring Organizations 
of the Treadway Commission (COSO). 
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• Expansion: Recognizing the benefits of managing risk from an organiza-
tion-wide enterprise perspective, federal agencies incrementally expanded 
their use and adoption of formal ERM disciplines and principles beginning 
in the early 2000s. Lacking a formal federal risk management policy, 
agencies acted independently to leverage practices with proven track 
records in the private sector and had access to an increasing number 
of ERM frameworks and processes. The emergence of chief risk officers 
began in federal agencies. The coalescing of informal networks of risk 
management practitioners and thought leaders championed the benefits 
of ERM as a critical management tool. Revised OMB policy guidance 
on agency strategic planning and reviews suggested the use of ERM in 
agency strategic planning, signaling ERM as the way forward for manag-
ing risk in federal agencies.

Evolution of Risk Management: 1998—2018

1998

2003

Early Action: Managing Risk in Government 
Using Internal Controls and Siloed Approaches

 – Managing Risk by Internal Controls
 – Managing Risk in Silos
 – Managing Risk Beyond Internal Control Requirements

2004

2013

Expansion: Broadening Risk Management 
Approaches Across the Federal Enterprise

 – Emergence of Enterprise Risk Management (ERM)
 – Emergence of Chief Risk Officers in Federal Agencies
 – Creation of ERM Networks Across Agencies

2014

2018

Institutionalization: An Enterprise Approach to 
Managing Risk in Federal Agencies

 – OMB Integrates Internal Control and ERM Guidance 
 – OMB Guidance Requires Agencies to Create 
Risk Profiles

 – Risk Profiles Incorporated into Agency Annual 
Strategic Reviews
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• Institutionalization: Technological advances have made federal agency 
systems, infrastructure, processes, and technologies interconnected and 
interdependent, such that a risk encountered by one area impacts other 
operations. This interconnected environment makes the managing of risk 
across the enterprise more necessary than ever. It also precipitates a 
change in how government leaders view risk, no longer thinking about risk 
management as largely a compliance exercise or perceiving risks in solely 
negative terms as something to be avoided. With that as the backdrop, 
OMB revised its risk management guidance, Circular A-123, setting forth 
for the first time a formal governmentwide policy for how government 
leaders should manage risk and internal control in their agencies. Federal 
agencies must now implement an ERM framework that also integrates 
their existing internal control process.

The remainder of this chapter discusses each of these phases, highlight-
ing how federal agencies manage risk, describing the evolution of U.S. federal 
risk management policies, and offering insights and best practices from IBM 
Center reports. The chapter concludes with lessons learned and observations 
of what’s on the horizon for federal agencies as they implement and use ERM. 

EARLY ACTION: MANAGING RISK IN 
GOVERNMENT USING INTERNAL  

CONTROLS AND SILOED APPROACHES

Unlike countries such as Canada and Great Britain, during this period the 
U.S. lacked a governmentwide risk management policy. Agencies complied 
with a host of laws and requirements that focused on managing risks associ-
ated with a specific functional activity, but no overarching governmentwide 
policy prescribed an approach to risk management in the federal government. 
This section explores the building blocks of internal control and the use of 
siloed approaches to traditional risk management that set the future founda-
tion for what followed—a more strategic use of enterprise risk management.

Managing Risk Using Internal Controls 

The early efforts of managing risk in government focused on internal 
and administrative controls. OMB issued Circular A-123 in 1981, prescribing 
assessment and reporting requirements for internal financial and administra-
tive controls. Subsequently, Congress passed the Federal Managers Financial 
Integrity Act of 1982 (FMFIA),11 an important step in the evolution of federal 
accounting—and the initial step in taking internal control and risk manage-
ment seriously. In parallel, GAO developed internal control standards with its 
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release of Standards for Internal Control in the Federal Government (often 
called the “Green Book”).12 FMFIA and OMB Circular A-123 have remained 
at the center of federal requirements to improve accountability in federal pro-
grams and operations. Eight years later, passage of the Chief Financial Offi-
cers Act of 1990 (CFO Act)13 compelled the development of an infrastructure 
for auditable financial statements. 

These laws, their accompanying guidance, and the financial management 
framework they built helped federal agencies arrive at a common definition of 
internal controls and risk management.14 

Managing Risk in Silos

After these earlier requirements were established, additional legislation 
and regulations soon followed, prompting a renewed focus on internal control 
and the managing of risk. These efforts—largely by Congress—continued, 
and on some level reinforced, a siloed approach to risk management:
• Program risk: GAO established its High-Risk List in 1990 to call attention 

to agencies and program areas at high risk due to their vulnerabilities to 
fraud, waste, abuse, and mismanagement, or are most in need of trans-
formation (see accompanying box).

• Performance risk: The Government Performance and Results Act of 
1993 (GPRA) required agencies to clarify their missions, set strategic 
and annual performance goals, and measure and report on performance 
toward those goals.15 

What Are Internal Controls? 

Internal controls are a set of activities that provide reasonable assurance that 
the objectives of an agency will be achieved. For example, the organizational 
objective for financial reporting is to provide financial statements free of mate-
rial omission or error. Internal controls focus on operational effectiveness and 
efficiency, reporting, and compliance with applicable laws and regulations—
they are a way to manage internal risk. These controls primarily address tradi-
tional financial, compliance, transactional, and operational risks, with a focus 
on risk reduction through the application of discrete controls. Risk assessments 
traditionally review past performance and activities and are generally not for-
ward-looking. The risks are identified and managed in a siloed, non-integrated 
basis (e.g., financial reporting, information technology, or physical assets) and 
documented through external reporting requirements (e.g., audit reports or 
identified material weaknesses). 

Source: U.S. Government Accountability Office, Standards for Internal Control in the 
Federal Government, 2014 Edition
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• Financial management risk: The Federal Financial Management Improve-
ment Act of 1996 (FFMIA) identified internal control as an integral part 
of improving financial management systems.16

• Information security risk: The Federal Information Security Management 
Act 2002 (FISMA) required each federal agency to develop, document, 
and implement an agency-wide program to provide information security 
for the information and systems that support the agency.17

• Improper payments risk: The Improper Payments Information Act (IPIA) 
of 2002 required agencies to annually review their programs and activi-
ties to identify those susceptible to significant improper payments.18 

Almost every one of these legislative mandates required agencies to 
better manage risk and improve controls in discrete areas. Virtually all of 
these requirements ultimately focused on a common objective—improved 
risk management—so that an agency’s response to risk provides reasonable 
assurance that the organization will achieve its strategic objectives. However, 
these separate requirements were not strategically linked.

To comply with the requirements of each of these new mandates, agen-
cies usually put into place risk management and compliance programs. Karen 
Hardy’s 2010 report, Managing Risk in Government: An Introduction to 
Enterprise Risk Management, says: “This stovepiped approach to compliance 
is costly and does not optimize value.”19 The dramatic increase in compliance 
requirements, coupled with the realization that effectively managing risk can-
not be achieved simply through discrete risk compliance programs in various 
business units, has contributed to the movement toward an enterprise-wide 
risk management approach in the government.

GAO Identifies High-Risk Government Programs 

As federal agencies began to focus on internal control, putting the systems and 
process in place, GAO began identifying high-risk government programs. Since 
1990, every two years at the start of a new Congress, GAO calls attention to 
agencies and program areas that are high risk due to their vulnerabilities to 
fraud, waste, abuse, and mismanagement, or are most in need of transforma-
tion. The value of this work in terms of highlighting risk management cannot 
be overstated. It has brought much-needed attention to problems impeding 
effective government and costing billions of dollars each year. 

To help improve these high-risk operations, GAO has made hundreds of recom-
mendations. Executive agencies either have addressed or are addressing many 
of them and, as a result, progress has been made in a number of these areas. 
GAO uses five criteria to assess progress in addressing high-risk areas: (1) 
leadership commitment, (2) agency capacity, (3) an action plan, (4) monitoring 
efforts, and (5) demonstrated progress.20
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Managing Risk Beyond Internal Control Requirements

As Karen Hardy chronicles in her 2015 book, Enterprise Risk Manage-
ment: A Guide for Government Professionals, despite federal agency compli-
ance with a wide range of statutorily required reporting requirements over 
the years, a volatile environment involving fraud in the financial industry 
“prompted a reexamination of the existing internal control requirements for 
federal agencies.”22

After the passage of the private-sector-oriented Sarbanes-Oxley Act of 
2002 to strengthen corporate financial reporting, OMB revised Circular A-123 
in 2004 in order to strengthen internal control over internal federal financial 
reporting. OMB also emphasized the need for agencies to integrate and coor-
dinate these controls with other internal control-related activities. The latter 
objective, according to Hardy, represented a critical shift that expanded the 
view of risk in the evaluation of internal controls. This shift was just one small 
step towards the use of ERM in government. 

Risk management and internal control as implemented in the 1990s 
were important aspects of an organization’s governance, management, and 
operations. However, as Hardy notes, “internal control guarantees neither the 
success of agency programs nor the absence of waste, fraud, and mismanage-
ment, but is a means of managing the risk associated with federal programs 
and operations.”23 This is why the early phase begins with a focus on the 
establishment of internal control policy within the federal government; federal 
agencies first managed specific types of risks, like those having to do with 
internal systems and process that could compromise an agency’s ability to 
operate. Starting with how federal agencies manage internal risks via internal 
control led to key policy and guidance documents such as Circular A-123 and 
GAO’s Standards for Internal Control in the Federal Government. Throughout 
the years, the revisions and updates to these documents chronicle the evolv-
ing approach to managing risk in government. In fact, both documents played 
a role in how the federal government has moved towards adopting ERM.

While federal agencies complied with the requirements surrounding inter-
nal control, pockets of activity appeared within the government applying risk 

As Don Kettl points out in his 2016 report, Managing Risk, Improving Results: 
Lessons for Improving Government Management from GAO’s High-Risk List, 
a careful look at the high-risk list reveals useful insights and a roadmap for 
improving the performance of all government programs. Patterns emerge from 
the progress that agencies have made in getting off the list. The steps taken 
to get off the list are the very steps government executives should follow every 
day. The high-risk list is particularly useful to risk managers, chief risk officers, 
and agency leadership because it serves as an independent review for flagging 
risk areas that may be missed by agencies.21
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management principles to address and manage programmatic challenges. 
For example, the Department of Labor applied traditional risk management 
approaches to reduce its level of improper payments.

Department of Labor: Using Risk Management to Reduce Improper 
Payments

In a 2016 report, Risk Management and Reducing Improper Payments: A 
Case Study of the U.S. Department of Labor,24 Robert Greer and Justin Bull-
ock provide a case study on how the department developed and implemented 
risk management strategies to reduce improper payments in the Unemploy-
ment Insurance program. Unemployment Insurance is a jointly administered 
federal-state program that provides benefits to eligible workers unemployed 
through no fault of their own. This program is a federal-state partnership 
based on federal law, but administered by state government employees under 
state law. 

In 2010, Congress passed the Improper Payment Elimination and Recov-
ery Act. This statute set a 10 percent improper payment rate as a limit for 
federal programs. The improper payment rate for Unemployment Insurance 
had fallen from 2006 to 2009, but began to increase in 2010 and remained 
in violation of the statute’s standard for improper payments. 

Improper payments are a type of operational risk. In response, the 
Department of Labor implemented eight risk management strategies to 
combat improper payments, thereby minimizing financial and reputation 
risks to the program. One of the eight strategies was to increase collabora-
tion between the states and the federal government to aid states in lowering 
improper payments across all of the program’s elements.25

Limitations to Managing Risks in Silos

The early action phase was characterized by the use of internal controls 
and siloed approaches to manage risk in government. These efforts served 
two useful purposes: 
• Internal controls focused on internal risks that can compromise the opera-

tion of an agency—effectiveness and efficiency, financial accountability, 
and the ability to comply with all laws and regulations.

• The functional- and program-based siloed risk management approaches 
in specific areas, such as improper payments, performance, and cyber, 
helped develop risk management capabilities in pockets around the gov-
ernment.

However, the “[most significant] limitations in traditional risk manage-
ment practice,” note Thomas Stanton and Doug Webster, “is the treating of 
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risks within functional and programmatic silos.”26 This siloed approach to risk 
management lacked a central point of coordination and provided no basis for 
ensuring a consistent approach to risk management. In addition, no single 
organization or person focused on ensuring the development of an integrated 
view of risks (across all functional or organizational silos) that aligns with an 
overall enterprise strategy. 

The 2015 report, Improving Government Decision Making through Enter-
prise Risk Management, by Doug Webster and Thomas Stanton, details key 
limitations to the siloed approach to managing risk, including: 
• Gaps in the identification, assessment, and treatment of risks between 

functions, programs, or organizational subdivisions 
• Inefficiencies due to overlaps in the treatment of shared risk 
• Inconsistencies in the treatment of risks by various functions due to dis-

similar risk appetites and approaches to risk management 
• Lack of strategic alignment 
• Reduced return on investment in the application of limited resources to 

the delivery of a portfolio of products and services27

EXPANSION: BROADENING RISK 
MANAGEMENT APPROACHES ACROSS THE 

FEDERAL ENTERPRISE

Recognizing the benefits of managing risk from an enterprise perspec-
tive, agencies expanded the use and adoption of the formal discipline of ERM 
and its principles. As Webster and Stanton note, “Despite the initially slow 
progress and misunderstanding of the term ERM, concrete progress is now 
demonstrably underway.”28 This expansion phase describes progress in key 
aspects of ERM. The discussion below highlights examples of its expanded 
use among federal agencies, identifies selected benefits and challenges of 
ERM, and presages the trends toward institutionalization. 

What Is Enterprise Risk Management? 

The Association for Federal Enterprise Risk Managers (AFERM) defines 
ERM as “a discipline that addresses the full spectrum of an organization’s risks, 
including challenges and opportunities, and integrates them into an enterprise-
wide, strategically-aligned portfolio view.”29 This definition provides leaders 
a forward-looking view of risk that can better inform strategy and business 
decisions. It allows for more risk management options through enterprise-level 
tradeoffs, versus a primary focus on reducing risk through controls. It explicitly 
addresses risk appetite and tolerance. Effective ERM facilitates improved deci-
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sion making through a structured understanding of opportunities and threats. 
Webster and Stanton sum it up succinctly in their 2015 report: “ERM is 

more than simply ‘good’ risk management as traditionally practiced in silos. 
The AFERM definition references ‘the full spectrum of an organization’s risks,’ 
which inherently require a top-down, strategically driven approach to risk iden-
tification. The problem of ‘white space’ means that such a comprehensive view 
of risk will not emerge simply from a bottom-up aggregation of risks identified 
within functional and programmatic silos.”30 They also note that the need to 
incorporate risk management into the strategic planning process is an inherent 
part of any meaningful ERM program, which again requires a comprehensive 
view of major risks to the agency and its programs.

Examples of Federal Agencies Using Enterprise Risk Management

Implementing an ERM program takes hard work, and often the push to 
implement comes on the heels of a risk-related failure. The following two 
examples illustrate the efforts and experiences of pioneering federal agencies 
that implemented ERM in advance of any failures. 

Office of Federal Student Aid: An Early Pioneer in the Use of ERM
The U.S. Department of Education’s Office of Federal Student Aid (FSA) 

put in place the first formalized ERM framework in the federal government, 
starting in 2004. Some 14 years later, this example and experience serve as 
a guide for other agencies working to realize the benefits of ERM. 

FSA works to ensure that all eligible individuals can benefit from federal 
financial assistance for education beyond high school.31 Over time FSA has 
granted or guaranteed more than $1.2 trillion in student loans, with 40 mil-
lion borrowers at more than 6,000 universities around the country. Given the 
size of its loan portfolio, coupled with a high student loan default rate at the 
time, GAO placed FSA on its High-Risk List of programs in 1990. In 1998, 
FSA was legislatively designated as a “performance based organization” 
which allowed it a certain degree of autonomy, and its chief operating officer 
was appointed by the Secretary of Education on a term contract. Some have 
noted that being designated a performance-based organization “helped pave 
the way” for the creation of a risk management function at FSA.32 

The department’s goal of strengthening financial integrity and internal 
controls was the primary driver behind FSA’s decision to establish an ERM 
organization and hire FSA’s first chief risk officer (CRO), Stan Dore.33 This 
management decision exemplified the agency’s commitment to resolving 
potentially high-risk organizational issues and emphasized the importance 
of proactively identifying and managing risks, especially at the strategic or 
enterprise level. As FSA began to systematically pursue risk management in 
2004, the following year GAO removed FSA from its High-Risk list. As the 
first CRO, Dore led the effort to develop and prioritize activities for establish-
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ing and implementing an ERM vision, strategy and framework at FSA. He set 
out to create an enterprise-wide risk management office, which formally stood 
up in 2006. 

FSA began to implement a COSO-based ERM framework (see box below 
for a discussion of the COSO framework). Since most federal agency efforts 
relating to risk had focused primarily on financial controls, Dore had limited 
ERM guidance, best practices, or other strategic approaches for identifying, 
assessing and managing risk. Despite these challenges, FSA moved forward 
with establishing a foundation for implementing its own ERM program.34 In 
2007, the then-chief operating officer and sponsor for the risk management 
office left FSA. FSA had several acting leaders until a full-time chief operat-
ing officer was named in 2009. The new chief operating officer, Bill Taggart, 
was a former bank executive and a strong supporter of risk management. He 
appointed a new chief risk officer, Fred Anderson, who raised the profile of 
the office, expanded the risk management framework, and formalized the role 
of risk management in FSA’s five-year strategic plan.

In addition, Anderson chaired a cross-FSA Risk Management Committee, 
which includes FSA operational and business leaders. The committee met 
monthly and Taggart attended all meetings. The committee was “intended 
to assess and evaluate major strategic risks, establish the organization’s risk 
profile, and set risk tolerances [across the organization].”35

Defense Logistics Agency: Top Leadership Support is Key
A key lesson in implementing an ERM program is the importance of 

top leadership support. In 2009, the then-director of the Defense Logistics 
Agency (DLA), Vice Admiral Alan Thompson, developed his strategic priorities 
for the agency, including introducing ERM into the agency. 

DLA is the nation’s combat logistics support agency that manages the 
global supply chain—from raw materials to end users to disposition—for the 
Army, Navy, Air Force, Marine Corps, Coast Guard, 10 combatant commands, 
and other federal agencies. At the time, VADM Thompson led a global enter-
prise with operations in 48 states and 28 countries, and fiscal year 2009 
sales and services of close to $38 billion, which would place it in the top 65 
on the Fortune 500 list of companies.36

VADM Thompson identified three key priority areas that framed his 
strategic direction for DLA: warfighter support, stewardship excellence, and 
workforce development. The second-priority area involves enhancing the 
DLA’s stewardship of resources, for which managing risk at DLA took on an 
enterprise approach. In 2009, Thompson established its ERM function, with 
the goal of bringing together existing risk management activities and strength-
ening its Stewardship Excellence initiative.37

Prior to establishing its ERM function, DLA instituted risk-based pilot 
programs. These programs showed that one organizational component would 
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sometimes identify a potential risk that another component had already expe-
rienced and resolved.38 ERM seemed like the right solution to reduce this 
siloed and fragmented approach to risk management. Once implemented, 
DLA focused on developing a standardized, repeatable process for identify-
ing and assessing risks, making recommendations to leadership for actions 
on those risks, tracking the actions taken in response, and learning from the 
process, to make DLA more efficient and effective.39

Under the leadership of VADM Thompson, DLA recognized that success 
would come from embedding a consistent set of risk management principles, 
concepts, and shared language across the agency. It established a small ERM 
staff office headed by chief risk officer. To leverage the inherently collaborative 
nature of other successful ERM programs, DLA established a broad-based 
ERM community of practice—encouraging robust discussion among a multi-
functional management group, to arrive at an enterprise view of risks in the 
agency. 

Expanding the Use of Risk Management Frameworks and Processes 

As the use of ERM expanded, so did the use of recognized ERM frame-
works, such as the international COSO and ISO 31000 standards, to guide 
the success of the expansion. The federal agencies profiled above adopted the 
COSO ERM framework to guide their implementation efforts. 

Another use for ERM involved the managing of specific risks related to 
IT systems and cybersecurity. During this period, the National Institute of 

Risk Management Framework Standards

Risk management frameworks provide the foundations and organizational 
arrangements for designing, implementing, monitoring, reviewing, and continu-
ally improving risk management throughout the organization.40 The following 
two international organizations have established widely used standards: 

Committee of Sponsoring Organizations of the Treadway Commission 
(COSO). Originally issued in 2004, COSO’s Enterprise Risk Management—
Integrated Framework, expands on internal control, providing a more robust 
and extensive focus on the broader subject of enterprise risk management. It 
was updated and re-titled in 2017 to Enterprise Risk Management–Integrating 
with Strategy and Performance. It expanded its emphasis on risk in both the 
strategy-setting process and in driving performance. 

ISO 31000: 2009/2018 Risk Management—Principles and Guidelines. First 
released in 2009 and later updated in 2018, this international standard put 
greater emphasis on the iterative nature of risk management, principles of risk 
management, and the integration of risk management into governance of the 
organization. 
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Standards and Technology (NIST) released The Guide for Applying the Risk 
Management Framework to Federal Information Systems, NIST 800-37,41 a 
risk management framework focused on managing risks associated with the 
federal information systems. This IT risk framework promotes the concept of 
near real-time risk management and ongoing information system authorization 
through the implementation of robust and continuous monitoring processes. 

In 2013, Executive Order 13636 called for the creation of a Cybersecurity 
Framework, a voluntary risk-based strategy—a set of industry standards and 
best practices to help organizations manage cybersecurity risks. In addition to 
helping organizations manage and reduce risks, the Cybersecurity Framework 
fostered risk and cybersecurity management communications among both 
internal and external organizational stakeholders. In May 2017, Executive 
Order 13800, Strengthening the Cybersecurity of Federal Networks and Criti-
cal Infrastructure, required that all federal agencies adopt the Cybersecurity 
Framework. As of July 2018, an update to this risk management framework 
was in draft. This update adds an overarching concern for individuals’ privacy, 
helping to ensure that organizations can better identify and respond to these 
risks, including those associated with using individuals’ personally identifiable 
information. 

Applying ERM to Cybersecurity42

As government organizations expand operations to include the use of tech-
nologies such as social media, the Internet of Things, mobile, and cloud, they 
inherently extend their cyber exposure. Today more than ever, agencies face an 
increasing number of cybersecurity risks and threats of data breaches. Cyber 
risk persists anywhere data exists. This creates a need for cybersecurity risk 
strategies to protect and manage private and sensitive information. 

Government systems continue to have vulnerabilities and to be targets of suc-
cessful attacks. Examples include the Office of Personnel Management (OPM) 
and the IRS, as well as Pentagon intrusions and data breaches compromising 
private information and data. Today’s attackers have expanded their reach to 
not only include anything connected to the internet, but to also work through 
unaware intermediaries to launch their attacks. 

To address these issues, existing ERM plans are expanding to include cyber 
risk assessment frameworks. The World Economic Forum’s Partnering for 
Cyber Resilience report indicates that cyber risk is increasingly viewed as a key 
component in ERM frameworks. The report quantified cyber risk in a three-fold 
approach to make sound investment and risk mitigation decisions:

• Understand the key cyber risk drivers required for modeling cyber risks

• Understand the dependences among these risk drivers that can be embed-
ded in a quantification model
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Emergence of Chief Risk Officers in Federal Agencies 

Though not mandated, chief risk officers (CRO) continued to emerge 
in federal agencies. Each agency profiled above established the CRO role. 
In these and similar cases, CROs champion agency-wide efforts to manage 
risk within the agency and advise senior leaders on the strategically-aligned 
portfolio view of risks at the agency. They also serve as strategic advisors to 
an agency’s chief operating officer, as well as other staff, on the integration of 
risk management practices into day-to-day business operations and decision 
making. For example:
• The Transportation Security Administration’s (TSA) CRO serves as the 

principal advisor on all risks that could affect TSA’s ability to perform its 
mission, reporting directly to the TSA Administrator.43

• The Defense Logistics Agency defined the role of its CRO as akin to an 
orchestra conductor leading a multifunctional, multitalented, and multi-
perspective ensemble through a risk management score.44

• Though originally established in 2004, the Federal Student Aid CRO did 
not become a part of the executive team until after 2009. At that time 
FSA’s chief risk officer began to connect the dots across all key business 
and risk oversight activities of FSA. 

A 2014 revision to OMB Circular A-11, Preparation, Submission and 
Execution of the Budget, includes the first mention of the value of the ERM 
approach (addressed further in the next section). It also provides a valuable 
description of what an effective enterprise risk manager does:
• Develops, manages, coordinates, and oversees a system that identifies, 

prioritizes, monitors, and communicates an organization’s enterprise-wide 
risks 

• Establishes and provides oversight of policies that enable consistent use 
of enterprise risk management; ensures the incorporation and dissemina-
tion of enterprise-wide risk management protocols and best practices

• Establishes the procedures for determining the amount of risk an agency 
will accept or mitigate45

• Identify ways to incorporate cyber risk quantification into ERM

ERM has become an integral element in organizational strategy today, and 
securing data and managing cyber risk must now be viewed as a key compo-
nent within an organization’s ERM framework. Strong IT governance coupled 
with a rigorous ERM approach is critical to restoring confidence in the security 
and privacy protections provided by the federal government. 

Note: For more insights on properly addressing cybersecurity and privacy risks, 
please see Dan Chenok’s series of blogs on the IBM Center website: http://
www.businessofgovernment.org/node/2073
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Creation of ERM Networks and Policy

As federal agencies began to steadily adopt the ERM approach on an ad 
hoc basis, an informal network of risk practitioners within government self-
organized into a Federal Executive Steering Group for Enterprise Risk Manage-
ment dedicated to expanding the use of ERM. This small but growing network 
of interested professionals worked to champion the benefits of approaching 
risk management at an enterprise level. In 2011, this informal network 
established a formal organization, the Association of Federal Enterprise Risk 
Management (AFERM). As the only organization focusing on the advancement 
of risk management principles and standards in the federal sector, AFERM is 
dedicated to instructing, training, and informing government managers in the 
field of ERM. 

The work of both informal and formal networks has contributed to 
expanding the use of ERM in agencies, and subsequently the move to institu-
tionalize ERM across the federal government.46 GAO’s Chris Mihm observed: 
“In a relatively short amount of time, enormous progress has been made in 
the area of risk management in government. Due to major efforts of many 
risk managers in the public and private sectors, risk management both as a 
discipline and a way of thinking has deepened and expanded significantly.”47 
He called on the community to continue to expand the discipline across pro-
grams, help managers understand and calculate the risk in the status quo, 
and find ways to use risk management to help address governance challenges.

During the expansion phase, OMB broadened the scope of its existing risk 
management policy for federal agencies. This broadening, as envisioned at the 
time, would include the development of guidelines addressing both agency 
strategic risk management and governmentwide governance of risk manage-
ment. In 2014, Dave Mader, then controller at OMB, acknowledged that the 
federal financial community was beginning to think about risk more broadly 
than just financial risk: “What we are doing is stepping back and thinking isn’t 
there really a way to take the lessons learned and what we’ve accomplished 
with A-11 and A-123, and broaden that perspective across the entire organi-
zation, particularly around mission programs.”48 At that time, Mader hinted at 
a flexible approach, not a one-size-fits-all ERM framework. 

Identifying Challenges to Institutionalization

Using ERM approaches brings important benefits, but implementing ERM 
is an iterative process. These benefits cannot be achieved without overcoming 
specific implementation challenges, such as:
• Providing the appropriate foundation, assessment, and management 

platform
• Sustaining support from the top
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• Positioning ERM as a strategic management practice and not as an addi-
tional task

• Addressing power concentrated in silos 
• Making trade-offs between competing priorities—key ERM staff partici-

pate in various special projects and initiatives that are risk-related, but do 
not directly support the implementation of an ERM program

• Balancing federal government regulations and requirements
• Overcoming a lack of understanding about risk management and a culture 

of caution
• Overcoming a lack of qualified risk management professionals and expertise
• Educating agency staff about ERM49

INSTITUTIONALIZATION: AN ENTERPRISE 
APPROACH TO MANAGING RISK IN FEDERAL 

AGENCIES 

Technological advances have made federal agency systems, infrastruc-
ture, processes, and technologies so interconnected, and so interdependent, 
that a risk encountered in one area increasingly has the potential to affect 
operations in other areas. This interconnected environment also requires a 
change of mindset for how government leaders view risk, no longer thinking 
about risk management as a largely compliance exercise or perceiving risks 
solely as problems to be avoided. It is about reconceiving risk management 
as a value-creating activity integral to strategic planning and decision making. 

OMB Circular A-11 Signals the Way Forward for an Enterprise 
Approach

As noted earlier, OMB Circular No. A-11, Preparation, Submission, and 
Execution of the Budget,50 provides guidance to agencies on preparing and 
submitting their budget requests for the upcoming year, and instructions on 
budget execution for the current fiscal year.

 In 2014, OMB revised this circular to encourage agencies to institute 
an ERM approach and leverage such efforts when conducting their annual 
strategic reviews. Since agency strategic plans focus on long-term objectives, 
agencies were to incorporate risks and how risks change over time. Consider-
ing risk management in the early stages of the strategic planning process can 
ensure that the agency’s management of risk is appropriately aligned with 
the organization’s overall mission, objectives, and priorities. This signaled to 
agencies that ERM is a valuable management tool in their strategic planning 
process. Such an approach, found one former federal chief financial officer, 
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“can drive strategy, help with performance and drive budget decisions…If you 
know the risks, then you can make decisions on how to accept, eliminate, or 
manage them.”51

OMB Circular A-123 Requires an Enterprise Approach to Managing Risk

In July 2016, OMB updated Circular No. A-123, retitling it from Manage-
ment’s Responsibility for Internal Controls, to Management’s Responsibility 
for Enterprise Risk Management and Internal Controls. As the new title indi-
cates, the revised Circular makes two significant policy changes:
• It requires federal agencies to use the ERM approach to manage risks. 
• It updates policies on internal control, directing federal agencies to follow 

the latest standards as detailed in GAO’s 2014 edition of its Standards 
for Internal Control in the Federal Government.

Ultimately, the revised Circular incorporates ERM as a part of the overall 
federal governance process, including internal controls as an integral part.52

OMB Circular A-123 is the primary guidance to agencies on risk man-
agement. Historically, the Circular focused on traditional risk management 
approaches—the use of internal control systems and compliance with vari-
ous statutory requirements. Its revision mandates the use of enterprise-wide 
approaches to managing risk, citing ERM as a discipline that deals with 
identifying, assessing, and managing risks. The policy states that ERM is an 
effective agency-wide approach to addressing the full spectrum of the orga-
nization’s external and internal risks by understanding the combined impact 
of risks as an interrelated portfolio, rather than addressing risks only within 
silos. This provides an enterprise-wide, strategically aligned portfolio view of 
organizational challenges, and improves insight about how to most effectively 
prioritize resource allocations to ensure successful mission delivery.53

According to the revised Circular A-123, risk management practices 
must be forward-looking and designed to help leaders make better decisions, 
alleviate threats, and identify previously unknown opportunities to improve 
efficiency and effectiveness. Agency management is responsible for estab-
lishing and maintaining internal controls to achieve specific objectives related 
to operations, reporting, and compliance. Agencies must consistently apply 
these internal control standards to meet the principles and related compo-
nents outlined in the Circular, and to assess and report on internal control 
effectiveness at least annually. 

Agencies must also develop a risk profile, a prioritized portfolio of the 
most significant risks identified and assessed through the risk assessment 
process, with priorities based on the likely impact of an identified risk on 
strategic and operational objectives and coordinated with annual strategic 
reviews. Circular A-123 complements Circular A-11 by integrating agency 
responsibilities for identifying and managing strategic and programmatic risk 
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as part of agency strategic planning, performance management, and perfor-
mance reporting practices. Taken together, these two circulars now constitute 
the ERM policy framework for the federal government. 

The revised Circular A-123 also prescribes ERM development and imple-
mentation deadlines. OMB acknowledges that federal agencies are at differ-
ent maturity levels in terms of their capacity to fully implement ERM. It calls 
on agencies to use an iterative approach to refine and improve their efforts 
at developing risk profiles and implementing ERM each year.54 In support of 
this iterative approach, federal agencies have access to resources and tools 
that can assist them meet the requirements of Circular A-123 and implement 
ERM, such as:
• The Chief Financial Officers Council’s Playbook: Enterprise Risk Manage-

ment for the U.S. Federal Government identifies the objectives of a strong 
ERM process, laying out seven steps to setting up an ERM model, the 
so-called “pitfalls” of its implementation, how to determine an agency’s 
risk “appetite” (the level of risk acceptable for an agency to achieve its 
objective), questions agencies should consider in establishing or reviewing 
their approaches to ERM, and examples of best practices.55

• The Government Accountability Office’s Good Practices in Managing 
Risk identified six practices that illustrate ERM’s essential elements. The 
selected good practices represent steps that federal agencies can take 
to initiate and sustain an effective ERM process, and can apply to more 
advanced agencies as their ERM processes mature.56

Integrating Internal Control and ERM Guidance

As noted earlier, the Federal Managers Financial Integrity Act of 1982 
(FMFIA) requires OMB, in consultation with GAO, to establish guidelines for 
agencies to evaluate their systems of internal control and determine FMFIA 
compliance. OMB Circular No. A-123 now includes guidance for federal agen-
cies to integrate and coordinate risk management and internal control efforts 
across the enterprise and between management silos, consistent with the 
principles for effective internal control in GAO’s 2014 edition of its Standards 
of Internal Control in the Federal Government. Internal control can no longer 
be considered an isolated management tool. 

The revised Circular A-123 also requires agencies to establish and main-
tain internal control to achieve specific objectives related to: 
• operations, reporting, and compliance
• assessing and reporting effectiveness
• providing assurances on financial and performance reports that include 

information regarding identified material weaknesses and corrective 
actions
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Agencies were also directed to develop risk profiles to document their 
assessments and ensure an appropriate balance between the strength of con-
trols and the relative risk faced by programs and operations. Ultimately, the 
benefits of controls should outweigh the cost. This shift in policy changes the 
way government manages risk. To implement these requirements success-
fully, agencies must incorporate risk awareness into their institutional culture 
and ways of doing business. 

Reflecting Risk in Agencies’ 2018 Strategic Review Guidance

In 2018, the Trump administration continued the focus on managing risk 
more effectively with the issuance of OMB guidance to agencies for conduct-
ing annual strategic reviews in accordance to requirements of the GPRA 
Modernization Act.57 The 2018 Strategic Reviews built on previous efforts, 
inclusive of an agency risk assessment that outline significant risks, identified 
through the development of agency risk profiles, that can impact the achieve-
ment of strategic and performance goals. 

LESSONS LEARNED

Managing risk in any sector comes with its own unique challenges. Per-
haps the greatest challenge for any organization is ensuring that managing risk 
is a meaningful process that adds value to decisions. Following are some key 
lessons learned, based on IBM Center reports, research, and experience over 
the past two decades.58

• First, senior leadership is key. Effective enterprise risk management 
begins with establishing the tone at the top of an agency. As illustrated 
by the Federal Student Aid and Defense Logistics Agency experiences 
described earlier in this chapter, top leadership support is key in push-
ing the successful implementation of ERM. Without senior leadership 
support, getting the necessary buy-in throughout the organization will 
be unlikely and an ERM effort may be reduced to just another compli-
ance exercise that is not integral to the agency’s strategic management 
discipline. In addition, ERM can improve agency decision making by 
strengthening both the quantity and quality of the information available, 
and offering the opportunity for a fact-based information flow that can 
challenge the leadership team’s assumptions.

• Second, cultivating a risk-aware culture matters. Agency leadership 
benefits from embedding systematic risk management into business 
processes, including strategic planning, policy development, program 
delivery, and decision making. Doing so goes a long way to developing 
a positive risk culture that promotes an open and proactive approach 
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that considers threats and opportunities. In turn, this enables effectively 
communicating and consulting about risk with relevant stakeholders and 
facilitates transparent, complete, and timely flows of information between 
decision makers. Building cooperation and collaboration into individual 
performance standards encourages staff to accept and listen to feedback 
about risks. Agency leadership needs to nurture risk awareness as a 
cultural value so that it remains integral to the way people in the agency 
carry out their activities. 

• Third, recognize that ERM is an iterative process. Successful ERM is 
dynamic, iterative, and responsive to change. Its effectiveness depends 
on maturity, and agency levels of risk management maturity vary. A criti-
cal first step is to define key players’ roles and responsibilities, while also 
creating an organization-wide committee to identify, prioritize, and plan to 
deal with high-priority risks. Governance frameworks are a critical start, 
but as the agency processes mature, their governance approach will be 
refined with each subsequent stage informing the preceding one. For 
example, FSA developed a time-bound, phased plan for implementing 
its enterprise risk management approach; each phase had defined risk 
criteria and an accountable owner, who also was responsible for con-
tinuous review and updating based on changing conditions. An upfront 
investment in planning and engaging senior leaders made the eventual 
implementation easier to act upon. Such an approach lends itself to 
reviewing and continuously improving the management of risk so it is not 
a “one-off event,” but rather a process of continuous improvement based 
on internal reviews.

• Fourth, enhancing data for decision-making processes are a key con-
tribution of ERM. The ERM discipline can enhance an agency’s existing 
decision-making processes. ERM starts with a focus on events that could 
potentially happen and their classification into opportunities and risks. 
Keeping track of these possible events requires good data and data gov-
ernance, managed at the enterprise level. Improved data management 
allows the enterprise to take advantage of modern analytical methods 
in order to quantify the impact of risks. Data analysis also enables the 
enterprise to gain an overall view of current risks, as well as trends and 
potential future risks. An accurate, useful ERM process is based on sound 
analytics. Both the Federal Student Aid and Defense Logistics Agency 
examples illustrate that implementing ERM yields benefits to an organiza-
tion in managing risks and informing its decision making.

• Fifth, managing change and learning are crucial in shifting to an ERM-
based discipline. Moving from traditional risk management, conducted 
in functional and programmatic silos, to truly collaborative ERM requires 
significant organizational change management. A complete set of policies 
and procedures reflecting best practices in ERM will have little value 
if those called upon to execute the policies and procedures resist the 
required changes. An effective organization needs to support ERM. To 
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that end, agencies should not work in a vacuum, but can learn from the 
experience of similar operational functions or missions and benchmark 
risk management practices using data from ERM-focused organizations. 
A knowledgeable workforce is the key to successful ERM implementation, 
so a key lesson learned is to hire and train staff with the right skills.

LOOKING FORWARD

The risks facing government agencies are hardly static. They morph and 
transform in ways never seen before. It is a leadership imperative for govern-
ment executives to mitigate the potency of uncertainty by managing the reali-
ties of risk. In an increasingly uncertain, complex, and interconnected world, 
the need for determined and adept risk leaders will be greater than ever. 

Many current transformations (i.e., blockchain, artificial intelligence, 
robotics, and smart technologies) have the potential to make government 
function more effectively. Each of these advances bring unique risks, as well 
as their potential application in managing current risks. It is a positive change 
that OMB has mandated the use of ERM, that an increasing number of federal 
agencies have recognized the value of ERM, and that they are taking actions 
to make ERM an important part of their operational model to address emerg-
ing transformations beyond simply meeting external requirements. 

However, today’s digitally disruptive environment continues to usher in 
new and evolving threats. The immediate future is already taking shape: 
• Increased technological risk. Technological advances—as represented by 

artificial intelligence, big data, robotics, the Internet of Things, blockchain 
technology, and the implications of the share economy—are transform-
ing the risk environment and ushering in new benefits and new risk for 
government. Though the immediate effects of these changes may appear 
over time, some if not all will permeate the operations of agencies into the 
future. As one observer notes, “Technological risk is expected to become 
increasingly complex with the growth of new technologies beyond those 
currently recognized.”59

 Given this reality, agency risk architecture and ERM governance will 
need to identify suitable ways to prioritize, respond, and ultimately man-
age new and potentially unknown and unknowable risks. Technological 
risk leads to greater uncertainty, compelling government leaders to look 
ahead with strategic foresight. Making strategic foresight an integral 
discipline within ERM can help agencies anticipate risks and prioritize 
resources accordingly. 

• Increased interconnectedness of different kinds of risks. Many fed-
eral agencies now collaborate with external parties to achieve mission 
outcomes. This interconnectedness means these entities share data, 
systems, and thus a level of risk. Agency leaders must identify innovative 
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ways to manage risk collectively in an increasingly networked and col-
laborative world. Couple the changing nature of how work is done with 
the proliferation of new technologies described above, and agency lead-
ers must proactively address the risks associated within an increasingly 
complex organizational ecosystem. 

• Cultivating agile and adaptive risk leaders. The perception of risk has 
evolved over time. Risk is no longer viewed as inherently negative, 
something to avoid, but as a potential way to create value and enhance 
performance. Managing risk must become an integral part of an agency’s 
strategic mission. ERM elevates the role of the risk professional from an 
operational to a strategic level. As a result, risk professionals will need to 
expand their knowledge and experience while honing essential risk man-
agement skills. For example, today’s risk leader may have a basic, albeit 
insufficient, understanding of the components of technological risks. To 
be ready for the future will require them to become cognizant of techno-
logical advances and their implications on how an agency operates. Suc-
cessful risk leaders in the future must be adaptive, informed, and ready 
for the impact of inevitable change.

As government operates in a world of increasing speed and complex-
ity, and as citizens expect better, faster, and more cost-effective results, 
managing risk becomes ever more critical. Government executives need to 
understand and apply tools and techniques like ERM to their specific operat-
ing environment addressing the inherent risks facing the public sector. The 
promise of ERM, now and into the future, goes to the core of program delivery 
and mission success. 

Michael J. Keegan is the Leadership Fellow at the IBM Center for The Busi-
ness of Government and Host of The Business of Government Hour. He 
has interviewed and profiled hundreds of senior government executives and 
thought leaders who are tackling some of the most significant public manage-
ment challenges facing government today. He has more than two decades 
of experience in both the private and public sectors, encompassing strategic 
planning, business process redesign, strategic communications and market-
ing, performance management, change management, executive and team 
coaching, and risk-financing.

Endnotes
1 “Government Gets Lower Ratings for Handling Health Care, Environment, Disaster 

Response,” Pew Research Center, December 14, 2017.
2 Thomas H. Stanton and Douglas Webster, Managing Risk and Performance: A Guide for 

Government Decision Makers (Hoboken: John Wiley & Sons, Inc., 2014). 
3 Michael J. Keegan, “Introduction: Pursuing Risk Management in Government—A Leader-

ship Imperative,” The Business of Government Magazine (Fall 2015): 57, IBM Center for 
The Business of Government. 



164 Michael J. Keegan 

4 Daniel J. Chenok, Haynes Cooney, John M. Kamensky, Michael J. Keegan, and Darcie 
Piechowski, Seven Drivers Transforming Government, IBM Center for The Business of 
Government, 2017, 21. 

5 Douglas Webster and Thomas Stanton, Improving Government Decision Making through 
Enterprise Risk Management, IBM Center for The Business of Government, 2015, 6. 

6 This definition was first published in GAO/AIMD-00-21.3.1, Standards for Internal Control 
in the Federal Government, November 1999, 4, and slightly updated in GAO-14-704G, 5. 

7 International Standards Organization, “ISO 31000:2018 Risk Management – Guidelines,” 
2018, accessed June 22, 2018, https://www.iso.org/obp/ui/#iso:std:iso:31000:ed-
2:v1:en.

8 U.S. Government Accountability Office, Risk Management: Further Refinements Needed to 
Assess Risks and Prioritize Protective Measures at Ports and Other Critical Infrastructure, 
GAO-06-91 (Washington, DC, 2005): 17.

9 “What is ERM?,” RIMS, accessed June 6, 2018, accessed June 22, 2018, https://www.
rims.org/resources/ERM/Pages/WhatisERM.aspx.

10 Office of Management and Budget, OMB Circular No. A-123: Management’s Responsibility 
for Enterprise Risk Management and Internal Control, July 15, 2016, 7.

11 Federal Managers Financial Integrity Act of 1982, Public Law 97-255, 1982.
12 U.S. Government Accountability Office, Standards for Internal Control in the Federal Gov-

ernment, GAO-14-704G (Washington, DC, 2014).
13 Chief Financial Officers Act of 1990, Public Law 101–576, 1990.
14 William R. Phillips, et al., Public Dollars Transformation: Common Sense for 21st Century 

Financial Managers, IBM Corporation, 2003. 
15 Government Performance and Results Act of 1993, Public Law 103-62, 1993.
16 Federal Financial Management Improvement Act of 1996, Public Law 104-208, 1996.
17 Federal Information Security Management Act of 2002, Public Law 107-347 Title III, 

2002.
18 Improper Payments Information Act of 2002, Public Law 107-300, 2002.
19 Karen Hardy, Managing Risk in Government: An Introduction to Enterprise Risk Manage-

ment, IBM Center for The Business of Government, 2010, 5.
20 Karen Hardy, Enterprise Risk Management: A Guide for Government Professionals (Hobo-

ken: John Wiley & Son, 2015): 10.
21 Donald F. Kettl, Managing Risk, Improving Results: Lessons for Improving Government Man-

agement from GAO’s High-Risk List, IBM Center for The Business of Government, 2016. 
22 Hardy, Enterprise Risk Management, 42.
23 Ibid, 44.
24 Robert Greer and Justin Bullock, Risk Management and Reducing Improper Payments: A 

Case Study of the U.S. Department of Labor, IBM Center for The Business of Government, 
2017.

25 Improper Payments Elimination and Recovery Act of 2010, Public Law 111-204 (July 22, 
2010). 

26 Stanton and Webster, Managing Risk and Performance, 116.
27 Webster and Stanton, Improving Government Decision Making, 12-13.
28 Ibid, 16.
29 Association for Federal Enterprise Risk Managers, Enterprise Risk Management in the 

Public Sector: 2015 Survey Results. 2015, 3.
30 Ibid, 14.
31 Hardy, Managing Risk in Government, 33.
32 Stanton and Webster, Managing Risk and Performance, 140.
33 Hardy, Managing Risk in Government, 35.



 Assessing Risk 165

34 Ibid.
35 Stanton and Webster, Managing Risk and Performance, 143. 
36 Alan Thompson, Managing a Responsive Supply Chain in Support of U.S. Military Opera-

tions: Interview with VADM Alan Thompson, Director, U.S. Defense Logistics Agency, 
interview by Michael J. Keegan, The Business of Government Hour, Federal News Radio, 
April 2009. 

37 Stanton and Webster, Managing Risk and Performance, 182.
38 Sara Moore, Risk and Reward, Loglines, Defense Logistics Agency, March-April 2010, 4.
39 Ibid, 3.
40 “Enterprise Risk Management—Integrated Framework,” Committee of Sponsoring Organi-

zations of the Treadway Commission, accessed June 6, 2018, https://www.coso.org/Pages/
erm-integratedframework.aspx and International Standards Organization: ISO 3100:2009 
Risk Management – Guidelines,” 2009, https://www.iso.org/obp/ui/#iso:std:iso:31000:ed-
1:v1:en. 

41 U.S. Department of Commerce, Guide for Applying the Risk Management Framework to 
Federal Information Systems, 2010.

42 Rajni Goel, James Haddow, and Anupam Kumar, A Framework for Managing Cybersecurity 
Risk, The IBM Center for The Business of Government, 2018. 

43 Transportation Security Administration, Enterprise Risk Management: ERM Policy Manual, 
August 2014, 9. 

44 Stanton and Webster, Managing Risk and Performance, 164. 
45 Office of Management and Budget. Circular A-11, Preparation, Submission and Execution 

of the Budget Part 6, Section 270, 2014.
46 Karen Hardy, Interview with Karen Hardy, Deputy Chief Risk Management Officer, U.S. 

Department of Commerce, interview by Michael J. Keegan, The Business of Government 
Hour, Federal News Radio, August 22, 2016. 

47 Karen Hardy, Enterprise Risk Management 2015, 5. 
48 Jason Miller, “OMB to Require Agencies to Measure Risk at the Enterprise Level”, Federal 

News Radio, October 17, 2014.
49 These challenges are gleaned from two IBM Center for The Business of Government 

reports, Managing Risk in Government: An Introduction to Enterprise Risk Management, 
2010, and Improving Government Decision Making through Enterprise Risk Management, 
2015. 

50 Office of Management and Budget, Circular No. A-11: Preparation, Submission, and 
Execution of the Budget, August 1, 2017.

51 Charles Clark, “OMB Prepares to Ratchet Up Enterprise Risk Management,” Government 
Executive, February 29, 2016. 

52 Office of Management and Budget, Circular No. A-123: Management’s Responsibility for 
Enterprise Risk Management and Internal Control, July 15, 2016, 7.

53 Office of Management and Budget, Circular No. A-123, Section 2, 9. 
54 U.S. Chief Financial Officers Council. Playbook: Enterprise Risk Management for the U.S. 

Federal Government, 2016. p.6 and U.S. Government Accountability Office. Enterprise 
Risk Management: Selected Agencies’ Experiences Illustrate Good Practices in Managing 
Risk, GAO-17-63, Dec. 1, 2016.

55 U.S. Chief Financial Officers Council. Playbook: Enterprise Risk Management for the U.S. 
Federal Government, 2016. p.6.

56 U.S. Government Accountability Office. Enterprise Risk Management: Selected 
Agencies’Experiences Illustrate Good Practices in Managing Risk, GAO-17-63, Dec. 1, 
2016.

57 Office of Management and Budget, M-18-15: 2018 Strategic Review Guidance, April 24, 
2018.



166 Michael J. Keegan 

58 These lessons are derived from the following IBM Center for The Business of Government 
reports: Managing Risk in Government: An Introduction to Enterprise Risk Management, 
2010, Improving Government Decision Making through Enterprise Risk Management, 
2015, and Risk Management for Grants Administration: A Case Study of the Department 
of Education, 2015.

59 Claire MacRae and John Houston, Setting the Risk Agenda: Exploring the Future of the 
Risk Management Profession, Institute of Risk Management, 2016, 5.



Perspectives on the Future

PART II: VISIONS OF GOVERNMENT IN 2040
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“Dispatch from Mars Exploration Base, Stardate July 20, 2039. 
We have landed on Mars and have established our Mars exploration 
base. We landed today, the 70th anniversary of the Apollo 11 Moon 
landing by the United States in 1969. Let us tell you how we got to 
Mars and how the Mars 2039 mission differed dramatically from 
the way the United States reached the Moon in 1969.”
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A REPORT FROM MARS

By W. Henry Lambright

Dispatch from Mars Exploration Base, Stardate July 20, 2039. We have 
landed on Mars and have established our Mars exploration base. We landed 
today, the 70th anniversary of the Apollo 11 Moon landing by the United 
States in 1969. Let us tell you how we got to Mars and how the Mars 2039 
mission differed dramatically from the way the United States reached the 
Moon in 1969.

Our “Mars Together Project,” as it is called, involves space agencies from 
the United States, Russia, China, Canada, Europe, Japan, Korea, India, and 
other nations. It is undergirded by hundreds of private sector and university 
partners, comprising thousands of scientific researchers from all over the 
world. The private sector partners are not only involved as contractors, but 
share in the costs of the project, an approach pioneered by Elon Musk’s 
SpaceX earlier in this century. In contrast, the Apollo program was a strictly 
national project undertaken by the United States and its team of contractors. 

A collaborative governance model was used to get us to Mars and to 
effectively deploy the expertise that was assembled for our Mars mission. 
The Mars Together Project is a strong contrast to the NASA-dominant Apollo 
model. Our Mars mission is a logical extension of collaborative programs that 
began with the International Space Station (ISS) and were succeeded in the 
late 2020’s and 2030’s by a global project to build a base on the Moon. 
Along the way, government and private sector companies found incentives to 
cooperate to explore the universe. Public interest in Mars was stimulated by 
unmanned soil-sample returns to Earth indicating strongly that Mars once had 
or still had life. In the past decade, the 2030s, human spaceflight and robotic 
technology merged in the interest of exploration.

First Steps on the Road to Mars (1969 to 2018)

What did it take to get to Mars? What made collaboration among nations, 
and between nations and the private sector, successful? The past was our 
guide to the present, 2039, and the past showed us examples of false starts, 
mixed results, and successes.

The first false start—actually a non-start—related to Mars came after 
the Apollo landing of 1969. NASA pushed for a comprehensive human space 
flight program that included Mars missions as early as the 1980s. President 
Nixon rejected this proposal, holding human spaceflight in low-Earth orbit via 
the space shuttle. A second false start came in 1989. President George H. 
W. Bush proposed a Space Exploration Initiative to return astronauts to the 
Moon and then advance to Mars. When the possible cost of such a program 



 A Report from Mars  171

leaked, Congress refused to fund the effort. It was aborted.
The road to Mars in 2039 also included projects with mixed results. In 

2004, President George W. Bush announced his Vision for Space Exploration 
plan, along with Project Constellation. Vision for Space Exploration was akin 
to George H. W. Bush’s program. It got underway but, in February 2010, 
President Barack Obama terminated it. Parts of the program were resurrected 
by Congress in a presidential-congressional compromise in October 2010. 
Obama substituted an asteroid mission for Bush’s goal of a Moon landing, 
and called for reaching Mars in the mid-2030s. The Obama Administration 
emphasized commercial crew and delivery to the International Space Station. 
The 2010 compromise provided for NASA’s development of a rocket (Space 
Launch System) and spacecraft (Orion) capable of taking astronauts to deep 
space. In 2018, President Trump ended the asteroid mission, and brought 
back a mission to the Moon with Mars the ultimate objective.

The road to Mars also included the ExoMars project, which was driven 
by the European Space Agency (ESA) and had mixed results. This was a 
robotic program designed in the Obama years to help answer the question of 
life on Mars. It aimed to return a sample of Mars soil to Earth for scientific 
examination. The program was initially led by ESA and NASA, and it entailed 
a sequence of missions. But the United States dropped out of the partnership 
as a lead funder owing to domestic budget troubles. ESA turned to Russia to 
keep ExoMars going, although delayed. 

The International Space Station was not sold as a Mars mission, but 
NASA surely saw it as a “next logical step” beyond the shuttle in that direc-
tion. Moreover, it was a successful example of international space coop-
eration. Launched by President Reagan in 1984, ISS achieved “assembly 
complete” in 2011, and continued in operations during the decade of the 
2020s. ISS served as a model of collaborative partnership for us in which the 
United States served a “managing partner” role of an enterprise embracing 
five space agencies and fifteen sovereign nations.

ISS was initiated during the Cold War to compete with the Soviet Union’s 
space station, MIR. It was saved in 1993 as a post-Cold War symbol of 
cooperation between the United States and Russia by President Clinton. ISS 
partners included the United States, Russia, ESA, Japan, and Canada. Also 
involved were commercial companies that delivered cargo and later astro-
nauts. Whatever else may be said of ISS, it was a remarkable success as a 
collaborative project, and helped make the Mars Together Project’s mission 
in 2039 possible.

Another key step to Mars was the “roadmap” to Mars published in 2018 
by the International Space Exploration Coordination Group (ISECG). ISECG 
was initially formed in 2007 after Bush’s Moon/Mars decision and was estab-
lished as a mechanism for sharing ideas and information. Members included 
the United States and space agencies from 13 other participants, including 
Australia, Canada, China, ESA, France, India, Italy, Japan, Republic of Korea, 
Russia, Ukraine, United Arab Emirates, and the United Kingdom. The ISECG’s 
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2018 “Global Exploration Roadmap” was a technical roadmap, not a political 
or administrative design. The roadmap was consistent with then-US policy 
that made the Moon—a lunar base in particular—a key interim step.1 

Becoming More Collaborative (2018-2030)

Following planning, in 2022 a group of nations and private sector com-
panies agreed to create the Mars Together Project with a 2039 landing goal. 
Crucial to the success of this effort were key decisions on who does what, 
how, why, and when. The participants assumed (correctly) that NASA and 
other partners would accompany flight missions to the Moon and Mars with 
rigorous research and development to create new technologies to speed trans-
port, bring down costs, and increase safety. For example, in-space propulsion 
technologies, were necessary, along with technologies enabling human stays 
on the Moon and Mars.

The path to Mars began with the International Space Station providing 
relevant knowledge about exploration and travel to Mars. Knowledge about 
the human impact of long-duration spaceflight was crucial. Astronauts on 
ISS suffered bone weakening and immune system deficiencies. Some astro-
nauts also seemed to have alterations of DNA. Long-duration spaceflight was 
essential to Mars exploration, and ISS provided us with experience at long 
durations. It was necessary to learn the impact of space travel on humans, 
and how to mitigate negative impacts. Research included the psychologi-
cal impact of being distant from Earth and loved ones. ISS showed us that 
humans from very different cultures and languages could work together. In 
addition, missions to the Moon during the 2020s proved a great testbed for 
our mission to Mars. We also learned how to work together as a team on the 
ground, as well as in space. 

Policy shifts were made in the 2020s. The United States ended its 
role on the International Space Station and diverted funds to the Moon and 
beyond. During this decade, NASA relinquished its leadership in low-Earth 
orbital flights, and begin to move more aggressively toward the Moon and 
Mars in preparation for the 2030s.

Due to its age, the International Space Station mission ended in the late 
2020s. Starting in the 2020s, newer, smaller space stations were launched 
and run by the private sector and other nations. Russia assembled its own 
space station in low-Earth orbit. China began a small space station in the 
2020s and built and deployed larger space stations in the 2030s. The United 
States and NASA, in partnership with other nations and the private sector, 
began a robotic presence on and around the Moon in the late 2020s. The 
United States and China, previously rivals, furthered mutual exploration goals 
as partners throughout the late 2020s and early 2030s.
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Exploring the Moon in Preparation for Our Trip to Mars (2030-2039)

During the decade of the 2020s, NASA and its partners (other nations 
and the private sector) built a small space station to go around the Moon as 
a step between the International Space Station and a Moon base. A space 
station orbiting the Moon, operating in 2030, enabled communications 
between Earth and the Moon and served as a vehicle from which international 
astronauts were able to guide robots and humans in lunar tasks. This outpost 
continued the International Space Station’s function of studying how humans 
adapted to journeys away from Earth. The lunar outpost was 250,000 miles 
away, in contrast to the ISS’s 250 miles, and astronaut stays exceeded one 
year. We were breaking the umbilical cord to Earth. 

Our next step toward Mars, in the early 2030s, was to land and operate 
on the lunar surface. Other nations and the private sector also built landers 
and ascent vehicles. A lunar base was urged by the European Space Agency, 
which had proposed a “Moon Village” earlier, and it played a significant role 
in developing the Moon base. ESA, NASA, and their partners developed tech-
niques to turn lunar materials into resources astronauts can use to sustain 
a presence. “Living off the land” was a requirement for our stay on Mars. 
Establishing a base on the Moon prepared us for that task on Mars. Given its 
minimal gravity, the Moon served as an ideal point of embarkation to Mars for 
humans and supplies. As with the International Space Station, NASA needed 
to pioneer, develop, and avoid becoming an “operating” organization on the 
Moon. The Red Planet was our goal.

With the Mars Together Project in place in the early 2030s, full atten-
tion was given to landing on Mars. We employed new propulsion and habitat 
technologies. We advanced techniques demonstrated on the Moon. Our first 
key success was an orbital outpost around Mars, a small space station around 
the planet. It helped direct robotic activity on the Martian surface, some of 
which was geared to establishing habitation and in-situ resource-conversion 
facilities. 

In order to land on Mars in 2039, we required multiple transportation, 
navigation, communication, and other services. The Mars Together Proj-
ect partners participated in planning and facilitating our Mars mission. Our 
achievement of landing on Mars was multi-national and multi-sectoral. In addi-
tion, the public participated through social media all along our trip to Mars.

Success Factors in our Trip to Mars 

The Mars Together Project, declared in 2022, has reached its goal of 
landing on Mars. What critical factors brought our mission to its successful 
landing on Mars?
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Success Factor One: Collaborative partnership and leadership. Collabo-
ration embraced many nations and private companies. The overall “managing 
partner” was the United States and NASA. Senior partner status was based on 
who invested the most money and personnel in the project, and who took the 
greatest risks in moving outward towards Mars. Partners made policy mainly 
through consensus—using a “heads of organizations” committee. The Mars 
Together Project coalition had decided on roles and authority at the outset of 
the project. There were disagreements, but partners worked through them.

Success Factor Two: Inclusive partnership. Members of the project 
included all International Space Station partners plus additional nations and 
the private sector. It took time to bring China aboard, but China joined at the 
lunar-landing stage in spite of political opposition in the United States. China 
was going to go to the Moon and Mars eventually and was already invest-
ing more money and talent in doing so than any other nation aside from the 
United States. It was better for all if China was part of the project team to 
share costs and risks. NASA, as project catalyst, kept its aim on the goal. It 
led in developing capabilities, deploying hardware, using that hardware, and 
then relinquishing control as it advanced to the next step. Others took over 
operations of each specific milestone.

Success Factor Three: Interdependence. What motivated the partners 
to stay together was the realization that so ambitious a goal—a Mars landing 
in 2039—required multi-institutional cooperation. There was no practical 
alternative given financial realities. This meant a division of labor in which 
different organizations took the lead in different facets of the project. The 
partners in the Mars Together Project established goals and division of labor 
at the outset and sustained both throughout the project. Trust and transpar-
ency were observed. The US, as collaborative leader, made choices openly 
and distributed information to all members of the team as soon as possible 
whenever possible. It exercised “power with,” not “power over.”

Success Factor Four: Personal relationships and project cohesion. These 
factors developed among national and private sector participants. Coopera-
tion involves people. The heads of organizations who served for long periods 
of time developed personal rapport. Political skills also proved crucial. This 
domestic-international maneuvering required not only political and managerial 
skill, but diplomatic talents of a high order.2 Given the length of the project, a 
succession of NASA administrators demonstrated such political, managerial, 
and diplomatic skills. It was necessary to buffer the project from internal and 
external forces.

The success factors discussed above took the Mars Together Project from 
a concept to a launch to the Martian surface. The project required nations, 
government agencies, and private sector companies to think big and “outside 
the box” about ends and means.
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Engaged Government:
Five Predictions for 2040 

CHAPTER NINE

Lora Frecks

“Volunteers will be treasured by government. Volunteerism will 
provide government with access to expertise not otherwise available. 
Volunteerism will have a dollar cost but, when organized properly, 
volunteerism will save government both time and money. However, 
the most valuable benefit of volunteerism will be increased trust in 
government.”
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ENGAGED GOVERNMENT: 
FIVE PREDICTIONS FOR 2040 

By Lora Frecks

By 2040, we will be nearing the end of the Internet Revolution. As the Indus-
trial Revolution altered how we organized labor at the start of the twentieth 
century, the Internet Revolution changed how we share information and work. 
Looking to the Post-Internet-Revolution Era, we can make some predictions 
based on identifiable trends. What will an engaged government look like in 
2040? To answer that question, this chapter presents five predictions: 
• Prediction One: A more agile government
• Prediction Two: An increased reliance on artificial and augmented intel-

ligence (AI) 
• Prediction Three: The ubiquitous need for collaborative skills 
• Prediction Four: The rise of volunteerism 
• Prediction Five: Increased citizen trust in government 

Prediction One: A More Agile Government

Aided by the quality and quantity of data available from artificial and aug-
mented intelligence (Prediction Two) and the support of a more trusting public 
(Prediction Five), government organizations large and small will embrace an 
agile approach to problem solving. Government will experiment with small 
trials of multiple innovative solutions derived from a wide variety of sources. 
Government will alter its plans in response to evolving data and feedback. 

Nearly all problems addressed by government will benefit from a more 
agile approach. Innovation will become the norm. For example, in its efforts to 
provide potable water to the public, an agile 2040 government will run dozens 
of small trials in multiple locations, testing different types of water quality sen-
sors and systems that automatically measure and report water quality. These 
mini-trials will provide valuable data for deciding which sensors and systems 
are best used under specific circumstances. With the idea that water conser-
vation leads to less potable water loss, agile governments will run small trials 
to test which water conservation methods work best, which have the greatest 
impact in specific areas, which have the most public support, and how best 
to communicate new conservation policies to residents. At any point, during 
either the testing or the implementation of plans derived from the testing, an 
agile government will stop, reassess, and decide to adjust the plan as needed. 

A more agile government will also have a different approach to long-
term problem solving. Once a solution is chosen and the plan implemented, 
government will periodically collaborate with the public and other partner 
organizations to assess how well the solution is working and whether changes 
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are needed. These assessments could be triggered by a preset calendar term, 
which may be overridden by a predetermined number or severity of concerns 
from the public, organizations, or government employees. The assessments 
will be regular events with all parties understanding the norms necessary to 
productively reach decisions. In 2040, participating in assessments will be 
viewed as a civic duty similar to voting or jury duty. 

In our potable water example, an assessment could be triggered from 
concerns raised by contractors maintaining water sensors, residents worried 
about a change in their tap water, a business planning to greatly increase its 
water consumption, or government employees analyzing data. Notice of a 
formal assessment and the necessary timeframe will then be issued and the 
participants (some required and some self-selected) will gather. Collaborative 
skills (Prediction Three) and more public trust in government (Prediction Five) 
will be critical to the success of these assessments. 

Prediction Two: An Increased Reliance on Artificial and Augmented 
Intelligence (AI)

AI will increase the volume and sources of data collected and decrease 
the amount of “drudge work” which currently requires lots of human atten-
tion, time, and energy. AI will generate two giant leaps forward for govern-
ment. First, it will provide government with the information necessary to 
make informed decisions in ways never possible before. Second, it will free 
employees to focus on data quality and using data to make better decisions. 

The rise of AI will be a radical change for government. Executives will 
have more time to consider and evaluate the work to be done rather than 

What is Agility?

This prediction on agility is derived from agile software development. The term 
“agile” has been applied in a wide variety of situations and fields. Agile develop-
ment was first used to describe an iterative process where, instead of coding 
a program completely from start to finish, the process stops at several points 
to reevaluate the goals and progress of the program. During any of these reas-
sessments, a new direction may be chosen for moving forward, if it’s deemed 
appropriate. In other words, agile approaches don’t have to stick to the original 
plan. Instead, plans change and adapt as the original plan is implemented. 
In 2040, the operations of government will follow a more agile approach and 
have the ability to swiftly change course when needed. For a more detailed 
discussion of agility, see Paul Gorans and Philippe Krutchen, A Guide to Critical 
Success Factors in Agile Delivery, IBM Center for The Business of Government, 
2014.



180 Lora Frecks  

spending all their time overseeing the day-to-day operations of government. 
There will be multiple databases of information available to government for 
answering questions surrounding any issue under consideration. 

Every field will be impacted. Remote sensors will collect and report infor-
mation from many sources. Like the water quality sensors discussed earlier, 
sensors will track metrics relevant to the weather, traffic patterns, community 
health, criminal activities, economic development, environmental conditions 
and usage of public resources such as parks, recreational facilities, buildings 
and roads. Continuing advancements in technologies with increasingly more 
affordable pricing will make the testing of almost anything possible. 

Government will only be limited by its imagination and what society 
decides to allow government to measure. Such augmented intelligence will 
enable government to quickly detect disease outbreaks and protect vulnerable 
populations. Government will be able to better predict when weather condi-
tions and road usages will require extra work to maintain roads. Economically, 
government will have a host of new tools for predicting when a region or indi-
vidual household requires access to public assistance programs. AI will enable 
the government of 2040 to be more predictive than reactive. 

Government employees will spend their time in different ways. Thinking 
through and discussing decisions takes time. These discussions will require 
new skills to successfully navigate change. Not everyone will have to be an 
expert in everything, but they will need a basic operating knowledge of data 
collection, management, analysis, knowledge sharing and the ethics surround-
ing these processes. They will also need to learn how to work with others who 
possess the necessary expertise in other policy and technology fields. 

By 2040, government will have developed guidelines and general 
practices for the use of AI. Government and the public will have agreed on 
standards for protecting confidential information and where to draw the line 
between an individual’s privacy rights and the good of the larger population. 
Government will have rules and norms on how data is accessed. The public 
will be comfortable with the flow of information and will benefit greatly from 
the use of “augmented intelligence,” where artificial intelligence supports a 
human decision. After much testing, routine decisions will benefit greatly 
when AI supports human decisions.

Prediction Three: The Ubiquitous Need for Collaborative Skills

With the extra time provided by artificial and augmented intelligence, gov-
ernment employees will be able to invest time in new ways to work with each 
other and to work with the public. Collaboration will be necessary, because 
problems will become more complex. This rise in complexity will derive from 
our ability to perceive new levels of intricacy in the problems we face. In 2040, 
it will be impossible for one person or organization to have all the skills, knowl-
edge, and resources needed to understand or solve a particular problem. 

To return to the potable water 2040 example, the sensor selection process 
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will require collaboration between sensor engineers, water system managers, 
water system maintenance workers, health professionals, politicians, statisti-
cians, and community members. This will involve collaboration across govern-
ment departments (public works, public health, a data analysis team) as well 
as with the private sector (water sensor providers) and the public. The expertise 
of all parties will be valued and used in 2040 for making decisions. 

Collaboration will require mastery of a diverse skillset including commu-
nication, negotiation, storytelling and project management skills, and compe-
tence with the ever-evolving technologies supporting collaborative efforts. Many 
of these soft skills have seldom been taught in schools. Universities will add 
collaboration to their curriculums. 

Collaborative skills will be used in many different ways. From our potable 
water example, good communication skills enable participants to clearly be 
understood and to recognize when accommodations in communication modes 
or styles are necessary. Training in negotiations sets expectations for making 
compromises and adopting a standard of amicable behavior during discus-
sions. Storytelling helps each individual and group share their perspective 
and reasoning in a manner easily comprehended by others. Storytelling is 
also useful in conveying not only the level of importance of the information 
being shared, but also why it is so important. Project management skills allow 
all parties to appreciate the volume of work to be done and the associated 
expected timeframes. 

Prediction Four: A Rise in Volunteerism 

By 2040, government employees will regularly produce public services 
side-by-side with volunteers. Community members will be frequent and active 
volunteer participants in the work of government. Volunteers will provide both 
labor and input in the form of ideas, feedback and opinions. Today, there is 
an ebb and flow of employees between government and the private sector. 
By 2040, government will have a similar ebb and flow between volunteer and 
paid employees. 

This influx of volunteers will be driven by several forces. First, as the 
nation’s population ages, more people will retire and seek ways to remain 
actively involved in their communities. Second, the increased use of artificial 
intelligence and augmented intelligence for routine tasks will give citizens 
more time to engage with the community on higher-level activities. Third, 
people will want to contribute to society and help solve the problems facing 
their communities and the nation. 

Volunteers’ “nonemployee” status will require management and opera-
tional adaptations to avoid problems for either the government or the vol-
unteer. Governments will develop guidelines for identifying the line between 
volunteer work and paid employment. A spectrum or matrix of employment 
and volunteering will develop.
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Government will also need to develop ways for inventorying volunteers’ 
skills, desires, focus areas, past experiences, availabilities, goals, commit-
ments, needs and expectations. Their expectations should align with organi-
zational needs. Such a system will require frequent updating and AI will assist 
in maintaining a complex volunteer tracking system. Volunteer managers will 
become masters at interacting with these tracking systems. 

Volunteers will be treasured by government. Volunteerism will provide 
government with access to expertise not otherwise available. Volunteerism 
will have a dollar cost but, when organized properly, volunteerism will save 
government both time and money. However, the most valuable benefit of 
volunteerism will be increased trust in government. 

Prediction Five: Increased Citizen Trust in Government

Trust has a value that societies often don’t recognize until it’s gone. Trust 
is also something difficult to regain once lost. Government has been coping 
with a loss of public trust since the 1960s. When viewed as something that 
can be gained or lost, it becomes clear that trust is a resource. In 2040, trust 
will be perceived as a valuable resource. 

Trust is also the means by which government will obtain the ability to 
risk the mistakes that happen when solving problems. National and local 
problems are far more difficult to address without the public’s trust. Addition-
ally, trust will enable governments to make long-term investments. In terms of 
management and operations, trust buys governments time and goodwill, with 
the public being well-served. 

Three changes in government operations will lead to large increases in 
public trust in government by 2040. 

First, governmant will include volunteers in its work. Government orga-
nizations that invite citizens into the work of government will be more open 
and trusted by the communities they serve. This manifests in the form of 
engagement and participation when government asks the public for ideas or 
input regarding what should be done or feedback regarding what government 
is presently doing or has done in the past. Both engagement and participation 
are public investments in government. They are also a means by which the 
public learns about government and its employees. This knowledge demysti-
fies government decisions and actions. In 2040, most government operations 
will routinely include both public engagement and participation. 

Second, governments will devote more time and effort toward making 
operations and decisions transparent. This transparency will be manifested in 
communications between government and the public. These communications 
will include sharing datasets like those described in Prediction Two above. 
They will also include information about how government operates, what gov-
ernment does, who runs each portion of it, and how the public can contact 
government. In 2040, it will be unacceptable for anyone to not be able to 
easily and quickly find answers to their questions about government. 
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Third, frequent, well-organized, productive, and thoughtful interactions 
between government and the public will generate trust. Today, trust in gov-
ernment is most visibly demonstrated by votes for public bonds to invest in 
infrastructure such as roads, educational efforts, or economic development 
investments. In 2040, there will be new, regular, and visible acts of trust in 
government. With enough support, community members will be able to peti-
tion that specific topics be added to ballots. Moreover, there will be public 
forums for government issues to be discussed. There will be a means for the 
public to suggest problems for government to solve and provide feedback for 
how solutions are progressing. 

In 2040, the above three changes will take place via multiple platforms, 
locations, and times. Government will have determined (likely through small 
trials) how best to ensure that these options are accessible to all segments 
of society. In addition to making sure that information is physically or digi-
tally available, governments will make sure it is understandable in terms of 
language, reading levels and cultural references. Whether working with digital 
interfaces, physical offices or phone systems, government interactions will 
be designed and tested to ensure accessibility for all in 2040. Differences 
in sensory abilities, mobility, comprehension, educational levels or any other 
areas will not hamper anyone’s ability to interact with their government. Gov-
ernments that listen to and talk with community members and organizations 
are governments that can be trusted. 

Lora Frecks is a public administration doctoral candidate at the University 
of Nebraska at Omaha. Previously, Ms. Frecks managed a public medical 
research university’s intellectual property portfolio. Continuing her collabora-
tive work with innovators and inventions, she’s volunteered with other civic 
hackers in Nebraska and serves as the treasurer for the American Society 
of Public Administration’s Section for Science & Technology in Government. 
Her research focuses on the co-production of services and resources by com-
munity members, governments and nonprofits.





Networked Government: Managing 
Data, Knowledge and Services 

CHAPTER TEN

Lori Gordon 

“…by 2040, the federal government will disband its traditional 
agency structure and will establish networked teams to perform 
government work. These teams crowdsource the priority topics or 
challenges of the moment, then bring cross-disciplinary talent, 
research, and ideas to develop solutions that they tailor to each 
individual citizen.” 
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NETWORKED GOVERNMENT: MANAGING DATA, 
KNOWLEDGE AND SERVICES

By Lori Gordon

By 2040, given rapid advances in technology, the federal government will 
radically improve its ability to engage and involve more of the American pub-
lic in its policy and administrative processes. Through a new organizational 
structure less focused on the institution and more focused on communities 
of interest and a redistribution of responsibilities, the re-engineered govern-
ment will be more accountable to, and reflective of, its constituency—and 
more nimble and able to shift priorities, policies, and programs in strategic 
directions. These successes result from resolving challenges posed in earlier 
decades by some of the very technologies that the government was betting 
on to carry it into the future.

As a result, by 2040, the federal government will disband its traditional 
agency structure and will establish networked teams to perform government 
work. These teams crowdsource the priority topics or challenges of the 
moment, then bring cross-disciplinary talent, research, and ideas to develop 
solutions that they tailor to each individual citizen. To help lead this effort, 
the government will recruit non-traditional and less-represented individuals—
including newly patriated American citizens and younger Americans.

Establishing a New Managerial Class in Government

To organize this new redistribution of decision making and responsibili-
ties, by 2040 the government will establish a new managerial class that rede-
signs how data, knowledge, and services flow across digital pathways and 
provide an evolving variety of service offerings that reflect society’s changing 
needs and requirements.

Data Managers will oversee a virtual government workforce comprised 
of teams that aggregate data in digital workspaces and process it almost 
instantaneously via the eighth-generation wireless network. Volumes of local 
anonymized data on transportation, energy, and municipal services that were 
once only used by insular Smart City ecosystems to increase their efficiency 
and reduce costs will be fed across state, regional, and even international 
networks to public and private organizations, to enhance processes and sys-
tems at global scale. Data will be stored in distributed ledgers in countless 
applications across the homeland security, financial, energy, and healthcare 
sectors and their supply chains. 

Knowledge Integration Managers will bridge knowledge, methods, data, 
and investigative communities. They will serve as catalysts and conveners, 
bringing together disciplines and experts from different domains to pursue 
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shared research challenges. They will proactively recruit underrepresented 
or non-traditional thought networks into government operations. They will 
train employees on how to interface with their non-human counterparts, 
determining when artificial intelligence (AI) will lead or augment the human. 
They will forge stronger ties with universities and other learning centers. They 
will place students at the cusp of resolving significant national security chal-
lenges—often ideated from collage campuses—which will resolve significant 
workforce pipeline issues and skills gaps in cybersecurity and other STEM 
fields that were raised in decades prior. From an organizational perspective, 
Knowledge Integration Managers will also deconflict or synchronize similar or 
redundant government initiatives.

Customized Services Managers will use the data aggregated by Data 
Teams and analyzed by Knowledge Integration Teams to provide tailored 
resources and services to constituents at the community level, which includes 
everything from prescribing medicine to veterans to providing emergency kits 
to disaster victims. With the ability to produce tools and resources onsite, 
the federal government will soft-pedal its role in coordination and logistics, 
enabling local and state responders an expanded role. The Customized Ser-
vices Teams will create learning tools in virtual reality and a “in-a-box” so 
that generalists will be able to do this work—specialists no longer need apply. 
These virtual cross-discipline networked teams will develop tailored services 
and solutions that replace government departments and agencies by 2040. 

The Data Management Function: Crowdsourcing Citizen Input

After setting up a management system and distributed workforce that 
bridges disciplines and domains, in 2040 government will focus on data man-
agement. It will be clear that new models in societal-government engagement 
are needed, and that these new collaborations could be based on the handling 
of these data vaults. Reaching into the technology and scientific communi-
ties, Data Managers will peel back how virtual reality, augmented reality, 
machine learning, and the Internet of Things (IoT) are crunching volumes of 
unstructured data, and how they can better amass even larger amounts of 
it. Amidst a world of ‘smart’ everything that thrives on new ways to analyze 
data, the government will ask for bold answers to big questions: How can we 
improve how data is being created, collated, curated, and consumed across 
the sensing spectrum to do things smarter, faster, better? At what risks? And, 
as we gather more data, how do we manage the additional questions and 
unknowns that result?

The Data Network will reimagine and reorganize data sensing and feed-
back loops so that the government can gain rich insights from citizens to 
inform knowledge-driven decisions. As citizens place a digital imprint on every 
commercial and retail purchase that they make, Data Managers will realize 
that people are also making their values, needs, wants, and ethical and moral 
demands transparent. Government will recognize the value in capitalizing on 
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this concept as a way to capture constituent input, and so it will develop a 
variety of crowdsourcing mechanisms to elicit better citizen participation in 
policy and acquisition processes, creating the ultimate “data lake.” Without 
needing to procure costly studies or to requisition surveys, government will 
have instantaneous citizen input on issues that range from early childhood 
services to flood management to space security. 

Data Managers will set up two types of crowdsourcing initiatives: 
• In active crowdsourcing, government will establish a social media app 

that tees up issues prior to a congressional vote so that constituents can 
pass their opinion to their congressperson. 

• In passive crowdsourcing, government will establish thousands of IoT 
sensors across a city to pulse instantaneous citizen-level input on trans-
portation, healthcare, municipal services, and the environment. Through 
‘adaptive optics’ the government will be able to remove distortion and 
data noise from high-tech sensing mechanisms and communication tools. 
These will include gesture-controlled devices, iris recognition systems, 
and sensor swarms that will enable coordination of their activities and 
decisions about what to measure—and where—through a self-learning 
system directing their movements and data collection. Light-emitting 
drones that sense and follow movement and activity around the city will 
determine citizen feelings based on how people respond to an ‘issue’ 
(e.g., placement of a stoplight or recycling bin). In the future, privacy 
protection technologies will enable a rich personalized experience to be 
implemented in a way that protects individual data and gives individuals 
greater control over their information exchange with government.

These crowdsourcing practices will balloon voter turnout and capture 
feedback from those who are often underrepresented. Just as people in the 
2020s had become increasingly addicted to their personal devices, by 2040 
this will translate to them becoming consciously attuned to continuous civic 
engagement, connecting to their city as they move around town, and owning 
their rights as a citizen to participate in civic processes.

The Knowledge Integration Management Function: Taking a Cross-
Discipline Approach to Analyzing Data 

These large governmental data sets will be observed by Knowledge Inte-
gration Teams that bridge talent and research in a cross-discipline approach to 
investigate ever-evolving citizen needs. Using crowdsourced data, they will build 
heatmaps of high-priority issues. A net assessment will result in local, regional, 
national, and global issues that affect citizens—from rising cyber dependency, 
to increasing income and wealth disparity, to the shifting landscape of geopoliti-
cal power and international governance. This will trigger government processes 
to move resources and develop responsive solutions. 
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To do this well will require entirely new actors—from volunteer groups 
to nascent organizations which are both passionate about mission—to bring 
rich ideas and analytical techniques into the process. Because these groups 
will encourage exploration and a higher tolerance for failure, they will be 
more iterative, more agile, and more innovative, and will take more risk in 
predicting, optimizing, and adapting processes. The government will have 
been conscripting these types of organizations for years, and by 2040 it will 
have finally structured its acquisition and hiring processes, new contracting 
categories, and new tax structures to accommodate this dynamic workforce. 
The government will tap the gig economy, giving it an open door to a global 
market of specialized communities to obtain sought-after knowledge. Govern-
ment’s more inclusive and diverse workforce—such as starting apprentice-
ships for students while in high school—will be a signal to the private sector 
to do the same. 

The Customized Services Management Function: Tailoring Programs 
to Individuals’ Needs 

Similar to how design thinking helps to enhance user experience and elicit 
values and ethics, Customized Service Teams will seek tech-enabled feedback 
mechanisms as an opportunity to better understand constituents’ changing 
values and ethics that are embedded in their digital fingerprint. They will see 
it as an opportunity to tailor programs to an individuals’ needs, getting them 
the services and products that matter to them. 

Led by Customized Services Managers, these teams will facilitate delib-
erative dialogue between technologists and policy makers to ensure they 
understand the privacy, security, trust, physical and psychological wellbeing, 
and intellectual property rights they demand from government-produced 
services. Alongside the Knowledge Integration Teams, they will recommend 
policies and controls that embed stakeholder values, and they will design out 
those that are at odds. One significant hurdle they will overcome is a fear that 
quantum computing’s ability to process at astronomical speed would break 
database encryption, changing the paradigm for privacy and security. 

Technologies like blockchain are built with enough modularity that they 
will withstand decryption, and distributed ledger technologies will be used in 
synchrony with quantum computing to secure data. This will enable processes 
that once took months to now take mere seconds. For example, blockchain 
and artificial intelligence will enable once-belabored and protracted processes 
such as the U.S. procurement system to instantaneously adjudicate decisions 
like eligibility requirements and other critical factors in the acquisition process.

Customized Service Teams will provide solutions tailored to the relevant 
community of interest. For example, new algorithms—benefiting from the 
growing volume and complexity of data afforded by machine learning and 
artificial intelligence—will aggregate information in a natural disaster to 
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predict how much response capacity the government and private sector 
must provide. Teams will recommend ways in which precision medicine can 
improve prediction and treatment for disease, and how physicians can better 
tailor a patient’s medical treatment to their life expectancy. They will design 
solutions using 4D printing and create objects that reshape themselves and 
self-assemble over time. In many cases, the constituents will have a hand in 
directly creating the services they will receive, as people place higher value 
on products and services when they have a role in developing and shaping 
the product or service. 

With these technologies, the government will also be better at collect-
ing and disseminating performance data as it responds to natural disasters, 
ensures the provision of safe food and medicine, and manages the U.S. immi-
gration system. As this data is shared transparently for the first time with the 
public, the gaps, incongruities, and redundancies, as well as strengths and 
successes, will rise to the forefront. As examples, by 2040, the resounding 
gap in cybersecurity jobs and the lagging innovation in digital identity will be 
resolved with world-class STEM education and digital research. 

Operationally, these teams will set a standard for how the rest of govern-
ment begins to operate. The process will work like this: as Customized Service 
Teams solve challenges, they will be rewarded with more complex, challeng-
ing issues. Once they resolve these challenges, they will become eligible for 
bonus pay. This will incentivize them to prioritize tackling and resolving the 
toughest challenges, and to encourage constituent feedback and response. A 
new era in government-constituent engagement will begin.

2040: A More Accountable Government

By 2040, government will realize that technology is the best lens through 
which it can understand its constituency. Advances in technology will enable 
it to not only better aggregate data, but to analyze that data and lay out a 
compelling picture of everything from what risks society is willing to take to 
what it chooses to buy. For the first time, government will capture a first-order 
look—the first accurate look—at how its policies, governance, and structure 
can be informed by a citizenry that will engage and determine more acutely 
how the government should spend billions of dollars, from designing future 
transport hubs to distributing veteran benefits.

Society’s allegiance to bytes—regardless of technology booms or busts 
and even in periods of ‘irrational exuberance’—will be the means through 
which government can connect to its constituency. And so government will 
reshape its structure, distribution of responsibilities, and technology invest-
ment to engage the American public more directly. The newly re-engineered, 
networked government will be more accountable to and reflective of citizens, 
and much better able to shift priorities, policies, and programs in strategic 
directions.
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Citizen-Driven Government: 
Boundaryless Organizations

CHAPTER ELEVEN

Sukumar Rao 

“In 2040, the government will complete tax returns for most of its 
citizens, preparing them by using available data from the networked 
system. The returns will be updated in real time for each 
transaction. Once finalized, they will be sent to the citizen’s virtual 
assistant which will verify and validate the data, and file on behalf of 
the citizen.”
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CITIZEN-DRIVEN GOVERNMENT: 
BOUNDARYLESS ORGANIZATIONS

By Sukumar Rao 

In 2040, the government will be led by citizens in a network of boundaryless 
organizations. Citizen leaders will shape and drive government management 
and operations in a co-creation process that involves public, private and social 
sector organizations. In this networked world, partners will work together to 
provide services to fellow citizens and have equal responsibility and account-
ability for service delivery; boundaries between institutions will be less critical, 
and institutions will be interdependent on each other.

Governments (at each level) will compete to recruit new citizens and 
residents, offering numerous incentives to attract and retain engaged 
citizen leaders. People will frequently travel and move residences 
between and among cities, states, and nations due to the nature of 
work and their personal choices. Going across borders is seamless—
advanced biometric technologies, such as facial recognition, will 
automatically check people in and out at boundaries and borders. 

Citizen services will be personalized, based on events and activities in 
a citizen’s life journey, and will span all levels of government (federal, state, 
local and international), making this personalization seamless and transpar-
ent to users. A network of teams, organized around citizen lifecycle events or 
transactions, will provide services.

Government will be a facilitator and enabler of service delivery, and gov-
ernment operations will be lean and leverage advances in technology. In this 
digital future, automation and artificial intelligence, along with other new and 
emerging technologies of 2040, will amplify the impact on work. As a result, 
the workforce of the future will undergo dynamic skill refreshes and constant 
training. 

This chapter describes a future vision for government management and 
operations in 2040. It is structured around four main ideas: 
• the role of the citizen as a leader and co-producer
• a citizen-centric approach to providing government services in a future 

digital economy 
• government services delivered by a network of boundaryless organiza-

tions and talent
• a workforce skilled in leading networks through relationships
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Citizen as Leader and Co-Producer 

In 2040, government will be centered around the engaged citizen. Citizens 
will shape and drive government management and operations. The citizen 
leader will be skilled in negotiation, facilitation, and collaboration. More impor-
tantly, citizen engagement will be proactive—the design and delivery of gov-
ernment policies and services will not only be considered a great opportunity, 
but a valuable credential and experience in a personal and professional career. 

The level of citizen engagement will vary by the citizen, with different roles 
based on the level of participation. Disengaged citizens will be incentivized to 
participate. Building on a citizen’s willingness to contribute, the government 
will create the right incentives, such as reinforcing a citizen’s ability to make an 
impact, providing constant training and skill refreshes, and providing incentives.

Citizens will lead and own the design and delivery of policies and ser-
vices. They will be assigned to lead specific services based on their skills and 
expertise, and held accountable for their performance. They will recruit team 
members from a network and form interdisciplinary teams (composed of the 
public, private, and social sector). This will involve a fundamental change in 
the identity of citizens: citizens as value creators in a co-creation process 
working within a network.1 

Co-design will involve citizen participation in the design process, and will 
be a building component of co-production in which multiple organizations 
or entities come together to produce desired outcomes. Co-production will 
involve forming new relationships, improving interactions, and thereby the 
experience for all participants in the ecosystem—the process of co-creation 
will often lead to a reconfiguration of roles. There are examples of co-pro-
duction in various governments today.2 So, what will it look like in practice? 
• Scenario One: Improving education in an underperforming local school 

district. Consider a scenario involving the design of a program to improve 
education in an underperforming local school district. First, active citizen 
leaders in the community and local education will be chosen. Citizens 
lead multiple competitive teams, and each group will publish a digital 
agenda used to recruit organizations from the network. Each team will 
embark on a co-creation process that involves government (federal, state 
and local), the private sector (with expertise in training, education, and 
performance management), academia (best-in-class universities with 
high-achievement programs), and community associations that under-
stand the pulse of the community.
 Each team will draft their design of the program and associated 
policies—they will be implemented as multiple pilots, with performance 
tracked by another set of citizen leaders. During the pilots, citizens will 
sign up to be part of the teams in areas where they can contribute (we 
discuss the concept of work in the last section of this chapter). Data and 
evidence from the pilots will be used to make decisions and design the 
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program—best practices from the various pilots will be incorporated. 
Once the program is implemented, an innovative competition will be 
formed to help address any issues that may arise.

• Scenario Two: Improving road maintenance. Consider another scenario: 
the delivery of local government services, such as road maintenance. 
In 2040, materials that can self-repair will be used to build roads—in 
this case, however, there is a malfunction. A citizen finds the issue and 
submits a service request to the government—the citizen request will 
serve to reinforce data from traffic sensors the government has already 
received. The citizen will get a message upon completion of the repairs, 
and citizen volunteers will assess if the problem is fixed. All of the interac-
tions and updates will be transparent to the public. Technology will help 
to identify the root cause of the issue from previous service requests and 
sensor data. Citizens will offer ideas and solutions to address problems—
they work on the solutions in teams and, as a result, improve services 
for others. 

Personalized, Citizen-Centric Services

Design and delivery of services will focus on finding solutions for citizen 
problems and needs, based on events and activities in a citizen’s life journey. 
Services will increasingly span all levels of government (federal, state, local, 
and international) and will become more seamless and transparent to users. 
Services will be designed in an iterative process using a user-centric approach 
to understand what citizens need—developing, experimenting, and testing 
multiple ideas and prototypes.

Services will be designed for different citizen segments and personalized 
at the individual level using available information about the citizen, without 
requesting data again—in other words, if the citizen has provided information 
once to a government entity, that information will persist across all interac-
tions and touchpoints. However, this sharing of information does not happen 
at the cost of privacy—the citizen will have a choice for different privacy 
levels.

Government will proactively communicate with and engage with the citi-
zen, using data from all previous interactions with the citizen. Government will 
use advances in technology, such as deep learning and machine learning, to 
predict future citizen needs and requests. The government will communicate 
with the citizen’s virtual assistant about transactions and requested services. 
In turn, a customer champion will be assigned to each citizen and serve as the 
primary touchpoint for providing a seamless, personalized citizen experience. 
The customer champion will orchestrate the delivery of services, performed 
by partners in the network.
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In 2040, the government will complete tax returns for most of its 
citizens, preparing them by using available data from the networked 
system. The returns will be updated in real time for each transac-
tion. Once finalized, they will be sent to the citizen’s virtual assistant 
which will verify and validate the data for final review, and file on 
behalf of the citizen. Technology will assist citizens by recommend-
ing transactions to obtain the maximum benefit during the taxable 
year, including the impact of lifecycle events on taxes.

A co-production and user-centric approach will be critical in a future 
digital economy. Automation and artificial intelligence, along with other new 
and emerging technologies of 2040, will amplify the new approach’s impact 
on work and continue to cause disruption. As a result, government’s role 
will evolve and enable an ecosystem that allows people and organizations to 
innovate.

In this digital version of the future, the government could be described as 
a platform for the production and delivery of a range of services and activi-
ties that can be mixed and matched.3 By opening this platform to citizen co-
producers, government will extend its value chain to stakeholders with the 
goal of reducing public sector costs and increasing stakeholder satisfaction.4 
However, in the future, government will not necessarily build the platform but 
instead create the conditions to enable it. 

Estonia, a small country of 1.3 million people, was widely considered 
in 2018 as one of the most advanced digital economies in the world. 
Building on its digital advances, the Estonian government contin-
ued to innovate between 2018 and 2040: it adopted blockchain 
to secure all aspects of financial, healthcare, real estate, and other 
transactions; it shared digital identities with other countries to make 
international transactions seamless for its citizens; and it made 
citizen services available on demand, in addition to predicting what 
services citizens will need. 

A Network of Boundaryless Organizations 

In 2040, organizational boundaries will blur. 
First, the network will include public, private, and social sectors as part-

ners in the value delivery chain, with equal responsibility and accountability 
for service delivery. As a baseline, the partners will center around the mission 
but have varying incentives and motivations. The government will develop and 
sustain the network to ensure capacity and the best skills.

Second, governments will integrate across different levels (federal, state, 
local, and international) to form a service delivery chain. As described earlier, 
the focus will be on providing a seamless citizen experience, with boundaries 
across governments transparent to the user. Based on the service, this inte-
gration will happen between and among governments. 
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In some governments, many citizen services will be open to competi-
tion from either a networked system of domestic partners or partners 
consisting of other governments. Citizens will choose their service 
providers, and this will lead to a competitive marketplace of partners 
and service providers.

Third, the future workforce will have vastly more independent and free-
lance workers who find work by connecting through peer networks. As a 
result, far fewer people will work for an organization and, if they do, the type 
of organization for whom an employee works will not limit their collaboration, 
resulting in a networked system of boundaryless organizations. Groups of 
teams and a team of teams, aligned with specific services, will make up the 
network. The teams will be multi-disciplinary, composed of team members 
from public, private and non-profit sectors—the best minds brought together 
to solve the complex problems of 2040. 

These networks of teams have specific objectives with clear time-
frames—groups disband once they achieve their outcome or purpose. The 
teams will work in two timeframes: 
• Long-term timeframes, where objectives are outcome-oriented for long-

term issues, such as reducing poverty or homelessness 
• Short-term timeframes, where objectives are smaller problem areas with 

shorter intervals, which in aggregate help to achieve a long-term objective

Government operations will be mostly virtual. There will be few formal 
departments or agencies—but rather networks of teams organized around 
providing citizen services. Government will enable and facilitate service deliv-
ery and ensure the efficiency and quality of services delivered. Government 
operations will be lean, automated, and driven by artificial intelligence. Data 
and analytics will be a fundamental component to provide and optimize ser-
vice delivery.

A Relationship-Based Workforce 

The role of government and its work will evolve and frequently change 
due to continued advances in technology. In this digital future, there will be 
fundamental shifts in jobs due to automation, artificial intelligence, and other 
technologies—while a few occupations will no longer exist, others will experi-
ence significant changes since many work activities will be performed using 
automation technologies.5 

As a result, the future workforce will need different, and evolving, skill 
sets and attributes. The future workforce will have a set of generalists 
more focused on areas that require the human touch: engaging customers/
stakeholders, applying context/expertise to problems, managing people and 
machines. Of course, a critical skill will be the ability to work alongside com-
puters and advanced technologies.6 The workforce of the future will need to 
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undergo skill refreshes and training before teaming assignments (to obtain the 
context of their focus problem/area), and a constant re-training and learning 
of new skills.

Sukumar Rao is the president of The Parnin Group, a management con-
sultancy that works with senior leaders in public, private and social sector 
organizations. He serves as an advisor to C-level and senior executive lead-
ers on performance improvement, digital transformation, and organizational 
development. 
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Leading the Cities of the Future

CHAPTER TWELVE

Marc Ott, Lee Feldman, 
and Tad McGalliard

“The smarter city managers of 2040 will be leading an 
interconnected community of sensors, automation, data, IoT, and 
artificially intelligent technologies that will enable them to visualize 
issues and challenges in ways that today’s managers cannot. With 
this level of operational intelligence and seamless interconnectivity 
comes the parallel risk of systemic failure if cybersecurity is not a 
core part of local government administration.”
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LEADING THE CITIES OF THE FUTURE

Marc Ott, Lee Feldman, and Tad McGalliard

Local government professionals in 2040 will possess the leadership 
vision that can peer around corners and see past the event horizon to create 
organizational cultures that embrace a dizzying pace of change and technol-
ogy innovation. In an op-ed for Governing Magazine in 2015, the former 
executive director of the International City/County Management Association 
(ICMA), Robert O’Neill, suggested that “technology + governance” is the 
formula for “smart” cities, writing: 

… as the trend towards urbanization increases, the need for smarter 
communities becomes more imperative. Local government service-
delivery responsibilities will continue to expand and diversify. To 
meet those challenges, local officials will need to seek out the right 
combination of technology and governance.1 

In tomorrow’s world, we believe that a more effective equation for the 
future divides the “governance” component into “leadership” and “manage-
ment,” with leadership as the dominant variable. 

In this chapter, we describe the key characteristics that local government 
leaders in 2040 will need to effectively lead the smart cities, counties, and 
regional government of the future. Before we do that, we offer some thoughts 
on creating “even smarter cities.”

Excerpt from 2040 Edition of ICMA’s 
Effective Local Government Manager

Like its predecessor, this edition concentrates on how local government manag-
ers continue to lead effectively in a complex and rapidly changing environment. 
When the 2020 edition was published, managers of local governments were 
leading the push for what was then known as “smart” cities, counties, and 
regional governments. This was the dawn of artificial intelligence and machine 
learning, big data, autonomous vehicles, advanced sensors and more—all of 
which were promising a new day of technological enhancements for city and 
county management. Today, 2040, those elements that seemed so futuristic 
twenty years ago are commonplace.
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BUILDING TOWARD THE “EVEN SMARTER” 
CITIES OF TOMORROW

With ongoing technology advancements underway in many local govern-
ments, it is not hard to imagine that there will be disruptions to the long-held 
assumptions and practices within local government. Technology has always 
influenced organizational culture and how professional public administrators 
lead, manage, and staff their organizations. Since the 1990s, technologies 
have altered the strategies, approaches, and outputs of local service delivery. 
For example, access to video information has had a major impact on public 
safety, including speed monitoring, traffic control, and crime solving. Body-
worn camera usage is on the rise in police departments across the United 
States. Other disrupting technologies are bringing about change on an almost 
daily basis that will serve as platforms for the cities of tomorrow. Following 
are examples of disruptive technologies in play.

Leveraging Digital Platforms for E-Commerce

The use of websites to share information about local government admin-
istration is now widespread in the United States and other parts of the 
developed world. Many places have turned their sites into digital platforms 
for e-commerce, allowing residents and businesses to secure permits for new 
construction or pay taxes, fines, and fees. Looking forward, blockchain and 
related technologies of the future will change local-level transactions for prop-
erty titling, survey plats, legal documents, and other transactions facilitated 
with support from the local government. 

Speech by Marc Ott, Executive Director, ICMA, 
at the 2024 ICMA Annual Conference

For many local government professionals, the future often feels far more pres-
ent than the past or any given moment at hand. New challenges and oppor-
tunities are always barreling pell-mell from different directions to intersect 
with local government. Such is the case with the growing movement towards 
smarter cities and communities. With expanding interest in smart cities, it is 
clear that local governments are at an innovative moment and many are in an 
innovative mood. It is also clear that the smart cities movement has not only 
started, but the pace of change is accelerating with an ever-increasing number 
of opportunities lurking over the horizon.
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Expanding Sensor-Based Smart Traffic Networks and Autonomous 
Vehicles

Sensors embedded in, or suspended above, roadways help local govern-
ment planners and engineers understand the conditions of their transportation 
networks. Intelligent transportation systems can provide real-time information 
such as incident detection, adaptive signal control, weather-related conditions, 
roadway volume information, and useful updates for travelers. 

Sensors will be linked to autonomous vehicles—a game-changing 
approach for transportation and related services, which will raise many practi-
cal questions for local leaders:
• Will the roadways of the future be dominated by vehicles with advanced 

sensors and artificial intelligence, creating conditions where the most 
dangerous thing on the road is a car driven by an actual human? 

• Will public parking evolve so that cities no longer need parking garages 
and meters? 

• Will roadways still require traffic signs and stop lights? 

In a near-term future, advanced roadway sensors and counterpart tech-
nologies in vehicles will optimize the flow of traffic through an efficient and 
elegant flow of vehicles that will reduce congestion, minimize idling, slash the 
number of accidents, and improve air quality. 

Managing Local Skyways and Drone-based Transit

One can also imagine a transportation network where local roads are 
not the only mobility pathway. Drones are already being used by some com-
munities, including Fort Lauderdale, Florida, where the technology has been 
deployed to help with emergency management situations including distressed 
swimmers, missing or malfunctioning boat locations, shark sightings, and 
greater awareness about structural fires.2 In 2040, local governments will 
have the sole or shared responsibilities of managing skyways where small as 
well as larger drones capable of much greater carrying capacity—including 
passengers—operate in increasingly crowded airspace.

Expanding Use of 3-D Printing

“Tea. Earl Grey. Hot.” was a familiar line from character Captain Jean-
Luc Picard, made famous by actor Patrick Stewart, on Star Trek: the Next 
Generation. Captain Picard used the ship’s “replicator” to satisfy his culinary 
need for a taste of home. While starships aren’t hovering in orbit…yet…3-D 
printers are now capable of building not only small prototypes and molds, but 
much larger and diverse products. For example, a non-profit and a technology 
firm are now using 3-D printing to build affordable housing, currently for under 
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$4,000 per unit.3 This disruptive technology will be dramatically expanded 
in the future to solve the chronic shortage of safe and affordable housing. In 
addition, a more massively scaled 3-D printing technology will be used to 
build public infrastructure such as roads, sidewalks, and more.

Artificial Intelligence Replacing Routine Jobs

Artificial intelligence is on the rise in everyday usage through devices like 
Google Home, Siri, and Alexa, that provide information, product ordering, 
directions, and much more. Facilities management devices like Nest help to 
control building conditions by learning a user’s preferences for temperature. 
Already, “chatbots” provide customer services in industries of all kinds, from 
answering questions about wireless services to purchasing shoes and even 
the delivery of local government services. Similarly, while not at all in wide-
spread use, some futurists speculate that routine activities may one day be 
performed by artificially intelligent robotics. If the ultimate innovation is to 
replace humans doing routine or mundane jobs with artificially intelligent tech-
nologies, the city hall of 2040 will be more of a cyber city hall, open 24-7.

THE EFFECTIVE LOCAL GOVERNMENT LEADER 
OF 2040

Technology advances of the last generation have already disrupted the 
ways in which local governments are managed and operated. If we expect 
similar disruption over the next twenty years, what will the future require of 
its government leaders? It is clear to us that the core competencies of the 
effective local government leader in 2040 will substantially differ from those 
of today, and the organizational models in which they work will continue to 
stray further away from those where only public service organizations serve 
the public good. 

For decades, ICMA has monitored and reported on the core attributes 
that effective local government leaders need to be successful. As technolo-
gies continue to advance and provide benefits—many of which are not yet 
imagined—we believe that governance elements of the smart city equation 
will remain equally as important as the technology tools with which they will 
work. We also believe it is imperative that the evolution in management and 
administration necessary for the next-generation smart city begin immedi-
ately. After all, the leaders of 2040 are graduating from colleges today. 

Looking forward, elected and appointed leaders of 2040 will need to be 
a combination of the following types of managers:
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• Facilitative Leaders create partnerships with public sector, private sector, 
and non-profit actors, working to continuously improve communities and 
serving as an advocate for updating obsolete laws and regulations. 

• Technology Champions are more technologically aware than today’s 
public administrators.

• Data-Driven Leaders are capable of accessing and incorporating data 
and analytics into decision-making and data-driven performance manage-
ment.

• Cyber Generals are proactive and effective decision makers against the 
continuing threat of cyber-attacks.

The Facilitative Leader

Private sector and non-profit organizations are now essential partners in 
meeting the service needs of local government stakeholders. We believe that 
this trend will indeed continue, because the necessity to do it better, faster, 
and cheaper is not a hallmark of bureaucracy. The implementation of smart 
city technologies and approaches will need to keep pace with innovation and 
change, in creating new products and services designed to meet the treadmill 
of needs for which local governments are responsible. As a result, we expect 
that local governments will continue moving away from the procurement of 
technology and toward the procurement of “smart technologies as a service” 
that can be more quickly improved, tested, updated, and replicated in part-
nership with the private sector. 

Other sectors of society are also filling in the gaps of local needs and 
service delivery. Non-profit organizations like Cities of Service work with local 
governments to organize local resident and business volunteers to help con-
front community needs.4 Another nonprofit, PulsePoint, activates community 
volunteers to respond to cardiac events near their current location, providing 
potentially life-saving cardiac care in the critical minutes before even first 
responders can arrive on scene.5 Airbnb supports local and regional disaster 
response by activating their community of clients to provide shelter for first 
responders and others deployed to recovery zones.6 There is power in the 
crowd. The smarter cities and communities of 2040 will welcome these kinds 
of game-changing innovations to augment local service delivery. The effective 
local government leader must be able to identify and quickly assess the value 
partnerships that mix the skills and talents of different sectors to achieve 
community benefit goals.

The facilitative manager will also be active in reexamining the 2040 
system of laws, regulations, ordinances, permitting process, and other inter-
ventions that federal, state, and local governments will have put in place to 
respond to disruptive technologies. By 2040, the disruption presented by 
new technology will run headlong into the rules and values of a community, 
and require reevaluation of those rules and values. The threat of technology 
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racing ahead of community rules and values will require city managers to be 
facilitators in resolving any differences that may arise. 

The Technology Champion

For most of humanity’s existence, it was safe to assume that the world in 
which you lived would be pretty much the same from birth to death. Today 
however, the pace of change almost surely guarantees the opposite is true. 
Will local government leaders directly manage significantly more technology, 
or will they oversee departments of staff who manage and understand differ-
ent kinds of technologies?

While we don’t expect a collapse of the local government workforce, 
continued resource pressures coupled with ever-increasing technology deploy-
ments will likely do away with some kinds of positions, while creating others 
that require new types of skills. Given the pace of change, it seems clear that 
the city and county managers of 2040 will be more widely versed in a wider 
range of technologies than simply desktop software applications, and these 
managers will require a human resources system that is flexible and agile 
enough to respond to the varied talent requirements of “even smarter cities.”

The Data-Driven Leader

The big data revolution is starting to make its way into local government. 
In her book, A Practical Guide to Data and Analytics, Marie Lowman sug-
gests that:

To make the case for analytics—convince government and citizens 
of the need to change traditional business models, share data, and 
update IT infrastructures—government leaders must be able to show 
tangible beneficial evidence. They must be able to explain exactly 
how and why investment in analytics can save money, improve lives, 
avoid unnecessary future costs, and enhance operational efficiency 
and compliance.7

Compared to other units of government, local governments lag in the use 
of data and analytics for decision making. However, as the power of analytics 
and visualization tools penetrates further into the local government market-
place, local public managers of tomorrow will have far better information to 
support their decision making. It is safe to say that politics in 2040 will still 
influence priority setting, decision making, and program implementation, and 
of course data can be manipulated to justify different arguments. Neverthe-
less, leaders and managers will need to better understand the “collecting, 
communicating, and crunching” of far larger pools of data, compared to 
today’s elected and appointed officials.8 
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The Cyber General

In the future, the darker underbelly of smart city optimism will be the 
ongoing and growing threat of cyber-attacks against local governments. Each 
new technology connected as an Internet of Things (IoT) product will open a 
new front for cyber-attacks. Historically, ICMA survey data in 2017 suggested 
that many local governments were not aware of cyber risks, and were ill-
prepared to meet cyber-attacks.9 ICMA survey data and previous ransomware 
attacks on local governments found that localities are vulnerable to large-scale 
cyber-attacks. As ICMA staff suggested in a recent op-ed piece in the New 
York Times:

We must actively prepare for cyberthreats of the sort that have been 
demonstrated in places like Atlanta. If smart cities and communi-
ties are the brightly lit days of the increasingly connected world of 
local government technology, cyberattacks are the dark and stormy 
nights. We don’t need to halt technological deployments and evolu-
tion, but we do need to recognize that cybersecurity is an essential 
counterpart.10

The smarter city managers of 2040 will lead an interconnected commu-
nity of sensors, automation, data, IoT, and artificially intelligent technologies 
that will enable them to visualize issues and challenges in ways that today’s 
managers cannot. With this level of operational intelligence and seamless 
interconnectivity comes the parallel risk of systemic failure if cybersecurity is 
not a core part of local government administration. The cyber-terrorist would 
just as easily disrupt local government services to make a political statement 
as to demand a ransom. The manager of tomorrow will need to lead from the 
front to ensure the safety and security of the underlying smart city systems. 

A 2040 interview with former city manager 
Lee Feldman

When I look back at how local government leadership evolved, I am struck by 
how many things we predicted that came true, and honestly how many things 
we feared that fortunately never materialized. It was an exciting time to be sure 
but, as a result of advances over the last quarter of a century, local government 
management today is better than it has ever been.
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FINAL THOUGHT

By 2040, the co-authors of this article will hopefully be enjoying retire-
ment after long careers in city and county management (whether we will 
have genetically- or technology-strengthened organs and longer life spans is 
the subject of another article for which we claim no expertise). We are each 
hopeful for the future, while recognizing the challenges that future local gov-
ernment leaders, managers, staff, and stakeholders will face to realize the 
promise of smarter communities. We expect the next twenty years to be an 
exciting time for the next generation of local government professionals, where 
effective governance and leadership, coupled with the right technology solu-
tions, continue to create increasingly smarter cities, counties, and regional 
governments across the United States. 

Marc Ott is the Executive Director of the International City/County 
Management Association (ICMA); Lee Feldman is the City Manager of Fort 
Lauderdale, Florida; and Tad McGalliard is the Research Director for ICMA.
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“Flatter, more open, and more collaborative organizations reduce the 
number of mid-level managers, empower front-level bureaucrats, 
and give upper echelons the tools to hold service providers 
accountable for their actions. This approach makes it possible to 
operate a lean team that still delivers on key objectives. Temporary 
workers are used when specialized job skills are needed for specific 
tasks.”
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THE FUTURE OF WORK

By Darrell M. West

In recent years, there have been numerous efforts to innovate in the public 
sector. Some government agencies have used Challenge.gov contests to 
encourage innovation through public competitions that generate new ideas for 
the public sector.1 Others have suggested “crowdsourcing” as a means to test 
proposals. By subjecting possible initiatives to the wisdom of the crowd, they 
hoped to broaden the range of ideas and help decision makers think outside 
of traditional patterns.2 

While these ideas have created some successes, they pale in comparison 
to the management and technical innovations likely to happen in the next two 
decades. Taking advantage of initiatives in both the public and private sectors, 
the U.S. federal government workforce is likely to evolve in several ways that 
follow best practices for improving performance.

In this chapter, I discuss new management and technology initiatives and 
how they might affect the future of the federal workforce. I break down the 
possibilities into the near-term future (2020-2025), the medium-term future 
(2025-2030), and the long-term future (2030-2040), and argue there are 
several developments with the potential to transform the public sector.

Near-Term Future (2020-2025)

The near-term future includes several options to change the federal work-
force: the increased use of artificial intelligence and data analytics, greater 
deployment of personal digital assistants, and new employee performance 
rating systems. These tools would enable greater labor productivity and 
enhanced accountability.

Increased Use of Artificial Intelligence (AI) and Data Analytics. Artificial 
intelligence algorithms are designed to improve decision making, often by 
using real-time data. They are unlike passive machines that are capable only 
of mechanical or predetermined responses. Using sensors, digital data, or 
remote inputs, AI systems can combine information from a variety of different 
sources, analyze the material instantly, and act on the insights derived from 
those data. With massive improvements in data storage systems, processing 
speeds, and analytic techniques, they are capable of tremendous sophistica-
tion in analysis and decision making.3

AI system development generally is undertaken in conjunction with 
machine learning and data analytics.4 Machine learning analyzes data for 
underlying trends. If it spots something relevant for a practical problem, soft-
ware designers can take that knowledge and use it to analyze specific issues. 
If data are sufficiently robust, algorithms can often discern useful patterns. 
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Data can come in the form of digital information, satellite imagery, visual 
information, text, or other structured and unstructured data.5

AI systems have the ability to learn and adapt as they make decisions. 
In the transportation area, for example, semi-autonomous vehicles have tools 
that let drivers and vehicles know about upcoming congestion, potholes, 
highway construction, or other possible traffic impediments. Vehicles can take 
advantage of the experience of other vehicles on the road, without human 
involvement, and the entire corpus of their achieved “experience” is immedi-
ately and fully transferable to other similarly configured vehicles. 

Through advanced sensors and algorithms, AI systems can incorporate 
their experiences into their current operations and use dashboards and visual 
displays to present real-time information that helps users make smart deci-
sions. These systems represent a way to take the latest information and 
incorporate it into policymaking. 

There are many ways that AI and data analytics systems can improve 
government decision making. They can help supervisors track performance, 
manage resources, and deploy agency assets. These systems can assist in 
federal efforts to drive energy efficiencies, promote national defense, and 
improve healthcare.6 In addition, AI has the potential to augment the work 
of civil servants by assisting the review of client eligibility determinations in 
agencies such as the Veterans Benefit Administration and the Social Security 
Administration. Anti-fraud software can scan financial transactions and ser-
vice delivery across large organizations and identify unusual patterns or clear 
outliers in terms of normal procedures and decisions. Transactions that seem 
out of the ordinary can be flagged for more intensive personal analysis, and 
this can help managers do a better job of keeping employees directed towards 
appropriate ends and performing at a high level of activity.

Increased Use of Personal Digital Assistants. Digital assistants are 
becoming more common in the consumer market. Examples include Apple Siri, 
Amazon Alexa, Google Assistant, Microsoft Cortana, and Samsung Bixby to help 
people find information, answer basic questions, and perform common tasks.7 
In the commercial sector, individual digital assistants are geared to improving 
business processes, such as travel, personnel selection, and acquisition. 

These digital assistants also can be used in the public sector to help 
federal employees complete various activities. For example, they can help 
workers keep track of leave time, file reimbursement requests, request time 
off, and undertake routine tasks that used to take employees hours. Through 
voice-activated commands, workers will be able to navigate mundane tasks 
quickly and efficiently. The electronic system will free workers from the moun-
tain of paperwork currently required.

One of the stultifying aspects of modern bureaucracy is outdated admin-
istrative processes. These processes, often requiring multiple approvals, were 
initially put in place to safeguard integrity and make sure employees do what 
they are supposed to be doing. They are part of the “command and control” 
mentality common in large organizations.
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However, form often interferes with function in large organizations and 
therefore has negative consequences. Rather than making organizations oper-
ate more effectively, paperwork requirements take considerable time, demand 
a lot of emotional energy, and slow agency operations down to a snail’s pace. 
Having digital assistants that administer routine tasks represents a way to 
overcome these deficiencies and achieve better results in the process. 

Increased Use of New Employee Performance Rating Systems. In the 
new digital world that is emerging, technology will make federal employees 
much more accountable. Policymakers could borrow a tool currently deployed 
in China to improve public sector performance. At the Beijing International 
Airport, airport authorities use digital devices that allow visitors to rate the 
individual performance of passport officers on a one-to-five scale. After each 
encounter, visitors can provide numeric feedback on their experience and 
thereby provide actionable information to agency supervisors. The reams of 
data gathered by these devices enable Chinese authorities to discipline poor 
performers and make sure foreign visitors see a friendly and competent face 
at the airport. 

In one respect, this approach would build on the notion of online surveys 
currently undertaken for U.S. federal agencies by the ForeSee company. The 
firm regularly polls users about website functionality to gauge online experi-
ences. This approach allows analysts to rank e-government satisfaction for 
various agencies. In 2016, for example, ForeSee Results collected data from 
over 220,000 responses and found a citizen satisfaction level of 75.5, up 
from 63.9 in 2015. Among the top-performing sites were those of the Social 
Security Administration and the Departments of Treasury, Health and Human 
Services, and Homeland Security.8

Adoption of a broad-based accountability tool would allow many parts of 
the federal government to become more decentralized and provide employees 
with greater authority to make decisions. Since the federal organizations are 
subject to digital ratings, they are accountable and responsive to customers. 
Also, supervisors can track performance without personally monitoring every 
interaction. 

If deployed broadly throughout the bureaucracy, this technology would 
strengthen management operations and processes. Employees would know 
how they were doing throughout the year—not just at evaluation time. In addi-
tion, supervisors would have a more detailed and accurate means of determin-
ing who is doing their job. Such a mechanism would help them separate high 
from low performers, and reward those who are doing the best job.

Medium-Term Future (2025-2030)

Between 2025 and 2030, there likely will be movements toward a flat-
tening of agency organizations and greater use of biometric security systems. 
These shifts are designed to improve agency operations and protect public 
information systems.
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Use of Flattened, More Collaborative Organizations. The sharing econ-
omy represents an example of an idea that has revolutionized the private-sec-
tor workforce. Through firms such as Uber, AirBnB, and WeWork, companies 
have flattened their organizations, introduced digital technology, improved 
collaboration, and moved to temporary workers or outside contractors to fulfill 
key parts of the business mission.9

Over the next 20 years, this collaborative concept likely will be deployed 
extensively within the federal workforce. The days when government employ-
ees were subject to a centrally directed Office of Personnel and Management 
and filled with permanent, full-time workers sitting in downtown office build-
ings may morph into flatter organizational structures with greater decentraliza-
tion, more technology, and increased employee autonomy.

Flatter, more open, and more collaborative organizations reduce the 
number of mid-level managers, empower front-line workers, and give upper 
echelons the tools to hold service providers accountable for their actions. 
This approach makes it possible to operate a lean team that still delivers on 
key objectives. Temporary workers are used when specialized job skills are 
needed for specific tasks. That could include drivers, food workers, security 
personnel, data management experts, routine service deliverers, and informa-
tion management teams, among others. 

Political leaders have long preached the virtue of running government like 
a business, and the success of flatter and more collaborative private firms 
will encourage policymakers to bring such models to the federal government. 
These efforts will build on past approaches such as out-sourcing, contracting, 
and privatization, but go much further than any of those models.10

Of course, permanent civil service workers still will be needed for posi-
tions requiring special skills. Strategic planning, crisis management, and 
high-level policy-making will necessitate well-trained workers with the ability 
to synthesize and manage information from a variety of areas. They will be 
vital in setting the overall tone within an agency and making sure temporary 
or contract workers are performing their jobs.

But long-term employees may no longer form the bulk of the workforce. 
One of the hallmarks of the contemporary period is “megachange,” whereby 
local, national, or international circumstances can alter quickly and require 
very different responses from the federal government.11 Reliance upon short-
term workers will produce greater agility in responding to public needs, reduce 
the cost of government, promote efficiency in the public sector, and speed up 
government responses.

Use of Biometric-Based Security. Security is currently handled poorly in 
most federal agencies. A number of organizations rely upon outmoded pass-
word systems that are hard to remember and susceptible to external hacking. 
The result is that public IT systems get compromised on a regular basis and 
sensitive information flows into outside hands. 
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The most prominent example of this occurred in 2013 when hackers 
stole millions of individual records from the U.S. Office of Personnel and 
Management. This included sensitive background checks and detailed per-
sonnel information.12 This incursion represented one of the most widespread 
cyberattacks in the history of the federal government.

A better way to handle security is through biometrics and facial recogni-
tion software. Employees no longer need alphanumeric passwords that have 
to be changed every few months. Their mobile devices scan their faces, 
fingerprints, and irises, and thereby provide safe access to digital files and 
collaboration tools. Under this kind of system, security is improved dramati-
cally and external adversaries have a much tougher time stealing personnel 
records, financial data, or email correspondence.

Of course, it is vital to protect personal privacy. No employee would want 
his or her fingerprints or eye scans to be compromised or used by malevolent 
intruders. There would need to be safe and reliable protections designed to 
ensure people’s privacy was not harmed. 

Long-Term Future (2030-2040)

For 2030 and beyond, there are “farther out” ideas for altering the 
government workforce. By this time, automation will be fully advancing and 
workforce disruptions quite substantial. The results could be a 30-hour work 
week, and scenarios such as dramatic changes in the social contract or a 
dystopian government to quell a restive population are possible.

Estimates vary considerably regarding the workforce impact from robots, 
AI, and automation. At the low end, researchers at the Organization for Eco-
nomic Cooperation and Development (OECD) focused on “tasks” as opposed 
to “jobs” and found few job losses. Using task-related data from 32 OECD 
countries, they estimated that 14 percent of jobs are highly automatable.13 At 
the high end, though, a Bruegel analysis found that “54% of EU jobs [are] at 
risk of computerization.”14 

Regardless of whether the disruption is high, medium, or low, the fact 
that all the major studies report significant workforce disruptions should be 
taken seriously. Relatively small workforce impacts can have outsized political 
consequences.

One way to deal with a situation where there are more workers than jobs 
is to reduce the mandatory hours for full-time positions for everyone, and 
therefore free up additional jobs for other people. That would enable more 
people to be able to gain employment and help society cope with a scenario 
where fewer workers are needed.

Darrell M. West is vice president of governance studies and director of the 
Center for Technology Innovation at the Brookings Institution and author of 
the Brookings book, The Future of Work: Robots, AI, and Automation.
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Alternative Scenarios for the Future

While “Long-Term” futures are difficult to predict, it is possible to set forth two 
alternative scenarios:

Scenario One: A Rosy View—Reimagining the Social Contract 
In addition to the 30-hour work week, other workforce reform in a new social 
contract would include increased worker eligible for paid family leave, periodic 
sabbaticals, and time to perform hobbies or community service projects, while 
those without jobs receive support through an earned income tax credit that 
covers their minimal needs. 

Providing better work benefits is the route taken by a number of technology 
firms who face a competitive worker recruitment environment and a substantial 
need for Millennial workers who prefer a balance between vocations and avoca-
tions. Surveys of young workers often find they want time to better their com-
munities and pursue outside interests in the arts, music, culture, and theater. 
Redefining the nature of work and providing time to satisfy outside interests 
could be attractive during a time of serious workforce disruption. 

Scenario Two: A Pessimistic View—A Dystopian Government 
It also is possible to envision a scenario where weakened governance institu-
tions will prevent policymakers from shortening workweeks, reimagining the 
social contract, retraining workers, or helping with lifetime learning. As job 
losses accelerate due to automation and income inequality rises, democratic 
nations could become dystopian to deal with unhappy populations, high youth 
unemployment, and a loss of economic mobility. Rather than arriving at utopia, 
the United States could descend into dystopia due to its government’s inability 
to handle the transition to a digital economy. 

Weakened governance institutions would obviously have profound conse-
quences for federal workers. For example, their employment might not have 
the kinds of civil servant protections common today. They might also not be 
free to perform their duties in a fair, professional, and non-partisan manner, 
but instead would suffer from lack of clarity in agency missions and lack of 
direction from the top. This would represent a drastically different workplace 
than typical today.
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“AI can match humans into different ad-hoc teams…to fit a specific 
public service goal or problem set. If an emergent event or crisis 
occurs, AI can help identify who is available to assist with what 
activities—and even help coordinate swarming activities of both 
humans and machines to assist with the response to the event. AI 
can learn which humans work better on specific tasks with other 
humans…”



THE FUTURE OF ARTIFICIAL INTELLIGENCE

By David A. Bray

Imagine being able to visit a disability claims office in a digital environment. 
Imagine a patent examiner equipped with digital assistants that could do the 
bulk of administrative work behind processing patents. Artificial intelligence 
(AI) may make both of these scenarios a reality. This chapter addresses the 
question of how advances in and adoption of AI will transform public service 
over the next twenty years. AI has dual meanings: 
• artificial intelligence 
• augmented intelligence, specifically how human capabilities can be 

improved by pairing them with machines to collectively work smarter 

Most of the benefits to government will come from a people-centered 
approach of pairing humans with machine learning to amplify human strengths 
via augmented intelligence. Such a people-centered approach means that the 
success of public service in the future depends on identifying beneficial ways 
to augment the extant human abilities of networked, cross-sector teams—
who want to improve the delivery of public service—with digital assistants 
and learning machines to amplify the team’s strengths, mitigate any possible 
blind spots, and increase the capabilities of the team as a whole. 

This chapter breaks down the possibilities into the near-term future 
(2020-2025), the medium-term future (2025-2030), and the long-term 
future (2030-2040), and then focuses on specific initiatives that are likely to 
be launched to employ AI to transform the public sector. 

The Near-Term Future (2020-2025)

The near-term future includes using AI in specialized applications to 
support the information and logistics functions traditionally performed by 
government to provide government services. It is important to note that 
when deciding where to use AI, public servants determine to what degree 
the machines providing this assistance operate autonomously vs. semi-auton-
omously.1 For the near future, most machines will probably provide support 
that still requires a human to act or make a decision. 

For all the near-term future possibilities discussed below, government 
should implement “public review boards” that look at the diversity, consis-
tency, and appropriateness of the data used. Without diverse or consistent 
data, the AI trained by the data may make decisions that erode public trust. 
Without appropriate use of data, public trust may also erode. For represen-
tative government, using “public review boards” in a form akin to a random 
jury selection process may be one way to ensure improved oversight. Such 
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activities would also involve outreach efforts by public service organizations, 
to increase digital literacy and the understanding of AI and what it can do. 
Following are some examples of how AI will be deployed in the near future. 

Increased Use of AI-Supported Assistance for Individuals Seeking 
Government Information. Several cities already have “311” telephone lines 
and mobile apps to assist individuals with non-emergency city services as well 
as to provide information on programs, events, and activities in the city. Such 
public-facing services will employ AI to help individuals with their questions. 
Humans would still need to be in the loop for new questions where the AI 
does not know the answer, or instances where the AI is uncertain about the 
question being asked. Such AI assistance will also help government employ-
ees with questions about onboarding, starting a new role, help with an exist-
ing role, retiring, and other internal service queries. 

Increased Use of AI-Supported Assistance for Talent Management and 
Skills Matching. AI will help community members find new jobs and tailor 
training to hone and improve their skills for upward mobility in their jobs. 
Unemployment and career assistance services will provide an AI assistant via 
phone or at a physical career support center. The AI assistant will serve as a 
personal scout for new jobs based on questions answered by the individual 
about their skills, abilities, and desired work. The AI assistant will also help 
with tailored training opportunities accessible through in-person community 
colleges or online. Such AI assistance for talent management and skills match-
ing will also be employed internally to government itself, to help the existing 
government workforce find new work opportunities and tailor individual train-
ing to further develop skills and abilities. 

Increased Use of AI-Supported Review of Public Applications and 
Filings. Current government functions often entail detailed forms and pro-
cesses to either prove or approve services to the public. Such functions 
include licenses, land and jurisdictional approvals, individual claims, payment 
processing, and travel-related documents. The current linear process of such 
applications is outdated, usually requiring a human to identify the right form, 
fill it out, and submit it—only to find that another form was needed or more 
information was required. Instead, AI assistants will provide more tailored 
support to individuals, to better understand what they are applying for and 
pre-review a public application or filing prior to human approval. 

Increased Use of AI-Supported Legal, Financial and Ethics Reviews. 
Legal, financial, and ethics reviews often entail a rules-based approach of 
reviewing information submitted to ensure it comports with specified require-
ments. Such reviews fit well with how AI can assist humans. An AI assistant 
will do the initial review, let an individual know if more information is required, 
and provide a preliminary result for final review by a human. 

Increased Use of AI-Supported Detection of Fake Images, Videos, and 
Audio Files. It currently is possible to “clone” someone’s face to an image 
or video of someone else’s body. Voices also can be “cloned” to produce 
audio recordings that sound like someone saying something they did not say. 
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Detecting such fake files requires detailed analysis and pattern matching, 
looking for inconsistences. An AI can support a human in detecting such 
irregularities.

Increased Use of AI-Supported Biometrics for Boarding Planes, 
Crossing Borders. Machines are also good at identifying the biometrics that 
make one individual different from another. Within sufficient training, an AI 
application will identify a person based on their face—and possibly other 
factors, such as their fingerprints or the sound of their voice. Such biometrics 
would allow individuals to board planes and cross borders without having to 
carry a physical identification card.

A Brief History of Artificial Intelligence

In 1943, a young academic by the name of Herbert A. Simon received his PhD 
from University of Chicago with a doctoral thesis focused on administrative 
behavior within organizations. He wrote his thesis after co-authoring an earlier 
study in 1939, entitled Measuring Municipal Activities, with Clarence Ridley.2 
From research into administration behaviors and municipal administration, 
Simon would later contribute to the first wave in the field of artificial intel-
ligence, specifically problem-solving algorithms. In 1957, he partnered with 
Allen Newell to develop a General Problem Solver that separated information 
about a problem from the strategy required to solve a problem.3 For his con-
tributions to the fields of artificial intelligence, information processing, decision 
making, and problem solving, both he and Allen Newell received the Turing 
Award from the Association for Computing Machinery in 1975.4 

Since then, the field of AI has experienced two more waves of innovation. 
Starting in the mid-1960s, the second wave of AI innovation included expert 
systems represented mainly as “if-then” statements instead of procedural code. 
The goal of such systems was to perform tasks that expert humans also could 
do, such as evaluate geological sites or perform medical diagnoses.5 In paral-
lel, advances taught machines to solve problems, specifically to intelligently 
play human games, including IBM Deep Blue playing against chess masters in 
the late 1990s. Later, IBM Watson won against two Jeopardy! Champions in 
2011. Google DeepMind’s AlphaGo won against a top-ranked world Go player 
in 2016.6 A Carnegie Mellon University poker AI won a 20-day tournament in 
2017.7 
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Increased Use of AI-Supported Assistance for Analyzing Geospatial 
Data. In the next few years, an explosion of geospatial data will become 
available from drones for civilian purposes, private cube satellites, and sen-
sors associated with the “internet of things.” AI can assist in making sense of 
all that information—as well as identifying patterns of importance to improve 
the delivery of public services. To do this appropriately, the public will need 
to have conversations and greater insights into what information is being col-
lected and for what purposes. 

The Medium-Term Future (2025-2030)

The medium-term future includes AI moving from specialized applications 
to embedding AI in all operations to support both the operations of govern-
ment and the interpretation and decision-related functions traditionally done 
by government to improve public services. AI will become an essential com-
ponent of all government operations in this time period. 

For all the medium-term future possibilities discussed below, public 
service will need to solve growing cybersecurity challenges.10 If more public 
service functions are supported by AI, then any activity to alter an AI algo-
rithm—or worse, the data used to train the AI—could cause the AI to make 
decisions that hurt people, harm property, or erode trust. A new science of 
understanding the resiliency, and by extension the brittleness, of AI apps to 
disruption by false data or other exploits will need to be developed if both the 
public and the public service workforce is to trust interactions with AI. Fol-
lowing are some examples of AI-enabled public services. 

Use of AI-Enabled Delivery of Materials and Provision of Transportation. 
By 2025, engineers probably will have solved the limitation of autonomous 
vehicles to intelligently navigate in heavy rain or snowy conditions. This would 
allow public services to be paired with AI-enabled autonomous vehicles to 
include fire and emergency services. 

Use of AI-Enabled Robots to Offset Repetitive and Manually-Intensive 
Work. One of the current limitations of robots today is that most cannot grip 

Approximately fifteen years into the start of the 21st century, cumulative 
advances in the speed, size, and scale of microprocessors and computer mem-
ory reached a tipping point that triggered a third wave of AI innovation. Some 
of the algorithms originally envisioned by AI pioneers, such as the backpropa-
gation algorithm that allows neural networks to solve problems far faster than 
earlier approaches to machine learning, could now be run at sufficient speeds 
to make the algorithms valuable to solve real-world problems.8 Machine learn-
ing is a branch of AI that employs large data sets to statistically train a machine 
to make accurate categorizations of what something is or is not; e.g., training a 
machine to identify images accurately of different objects, places, or entities.9
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objects as well as a human. By 2025, engineers will probably have solved this 
limitation, making robots paired with AI a beneficial mechanism for the deliv-
ery of materials to support public service. This will include using AI for civil 
construction efforts, disaster response, healthcare, or other public functions. 

Use of AI-Enabled “Tipping and Cueing” of Areas to Focus On. In a 
world in which more and more data is being produced by sensors connected 
to the “internet of everything,” by 2025 AI will have advanced to the point 
where it will be monitoring different data streams for patterns of interest—or 
irregularities—that can then cue a human expert to look at something further. 
The human will then take an action that would further educate the AI for 
additional patterns to seek. This will include helping public service experts 
monitoring agricultural and health conditions in a geographic area. 

Use of AI-Enabled Digital Assistants to Detect and Help Understand 
Biases. We all have implicit biases. Each of us have biases that we accumu-
late from our past experiences, including our early childhood. Some of these 
biases are discriminatory, such as an implicit preference for people who look 
like us or a favoritism to people who are taller and exhibit other physical 
traits. For public service, such implicit biases should not discourage a diverse 
workforce that seeks to serve the public. By 2025, AI will help hold up a 
“digital mirror” to compare our decisions and other interactions with those of 
others. This can help each of us understand where our biases are and what 
to do so that we may become less biased. Such an activity will also start to 
probe the boundary between the tacit, implicit knowledge a public service 
expert accumulates and the explicit knowledge they can articulate and share. 

Use of AI-Enabled “Digital Twins” of Real-World Dynamics. Through 
extending the data collected from the future “internet of everything,” by 
2025 AI will allow public service organizations to build models of real-world 
dynamics—either of actual physical assets or social interactions. Such mod-
els will create highly accurate “digital twins” that would allow individuals in 
public service to experiment with certain scenarios in a digital environment. 
Individuals will also do training for crisis response and other high-intensity 
environments in a “digital twin” scenario, with AI providing recommendations 
on how to improve based on performance in the digital environment. 

The Long-Term Future (2030-2040)

In 2030 and beyond, there are “farther out” ideas for the future of AI in 
public service. While predicting the specific future capabilities of AI is difficult, 
we assume advances will continue in the speed, size, and scale of micropro-
cessors and computer memory to enable faster delivery of all the assisting and 
enabling functions of public service referenced earlier in this chapter. We can 
anticipate that the adoption of quantum computing, sophisticated augmented 
reality, and other techniques will be used to fundamentally transform the role 
of government to a more personalized approach in which government can 
respond to the unique needs of each citizen. The job of government will be 
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radically changed. 
The ability for AI to work with and help humans better act, respond, and 

provide public services should be fairly robust by this point. At this point, we 
could imagine a future where “krewes” of humans augmented with machines 
perform the work of public service, perhaps on a part-time basis if other pre-
dictions associated with the future of work also occur by 2030. 

By 2030, functions that used to be provided solely by government agen-
cies may now be provided either through a part-time workforce or a “Public 
Service Corps” willing to spend some hours a week on efforts assigned to 
them by a coordinating public service AI. This “Public Service Corps” would 
embody what science-fiction author Bruce Sterling once dubbed a “krewe.”11 

For a krewe, the entity of importance is not an individual per se. Rather, 
it is the combined abilities of a team of human individuals augmented with 
intelligent assistants and relevant information streams to do the work they 
need to do. A diverse krewe brings many different perspectives to a scenario, 
ideally overcoming any specific individual biases. 

In such a futuristic scenario, several of the rote and repetitive functions 
currently performed by government would be performed by AI in a semi-auto-
mated fashion such that applications associated with civil society activities 
are pre-screened and feedback provided to human applicants prior to a final 
human determination. Humans will still be involved for the more creative and 
final decision roles. The need for clerical workers or administrative workers to 
process applications will have gone down significantly. 

Individuals can work part-time because the machines will do much of the 
work in the background. In such a civil society, choosing to work in public 
service is seen as a true service. Individuals may be able to work in the pri-
vate sector in areas that AI assistants determine do not create conflict with 
their public service assignments. For humans working with AIs in krewes, it 
also would be important to identify mechanisms to reward a whole-of-team 
outcome and performance instead of solely individual actions. By working 
together, humans and machines, the krewe would be collectively more intel-
ligent and capable than any one individual alone. 

AI can match humans into different ad-hoc teams or krewes to fit a spe-
cific public service goal or problem set. If an emergent event or crisis occurs, 
AI can help identify who is available to assist with what activities—and even 
help coordinate swarming activities of both humans and machines to assist 
with the response to the event. AI can learn which humans work better on 
specific tasks with other humans, and AI may even be able to identify which 
robots or parts of the AI hardware might be faulty or near-failing and thus 
need repair. 

Such a future would represent a major disruption to how government and 
public service currently function. This disruption would impact the workforce, 
policies, budgetary allocations, and administrative processes associated with 
current civil society functions. Such a future might impact military and intel-
ligence functions in similar ways, with individuals who had already signed-up 
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to serve being “called up” by an AI if an urgent need matching their skill set 
arose, for example responding to a cyber event or helping with some other 
national security event. 

Alternative Scenarios for the Future

While “long-term” futures are difficult to envision, it is possible to set forth two 
contrasting scenarios for the future of AI in public service. 

Scenario One: An Optimistic View of the Future 
In order to achieve the vision of “A Public Service ‘Of the People, By the 
People, For the People,’” government workers will need to overcome budgetary 
challenges, potentially restrictive policies, ossifying processes, aging legacy 
IT systems, and skepticism to the point of strong distrust of the activities of 
government. With strong support, both from the public and elected political 
leaders, our representative government will be able to cross the chasm between 
how government currently operates and the ways in which public service could 
be dramatically transformed and deliver vastly better services and results to 
the public in 2040. 

While this chapter presents potential milestones for where AI in public service 
could go, there will need to be experiments to gain expertise on the best way 
to align policies, people, processes, and technology to achieve desired goals. 
Unlike the venture capital community in the private sector, public service oper-
ates with money from taxpayers who have a right to expect that their money is 
spent wisely. This can create an environment in which maintaining the status 
quo, instead of attempting to embrace AI, may slow or prevent a government 
from achieving the benefits of AI. 

The public will also rightfully need to be informed about what AI and algorithms 
do and how they are being used. Transparency in these activities will be key 
to engender public trust. Public discussions on what data should be used to 
train and inform AI activities will need to occur. A workforce savvy enough to 
keep up with both the technologies associated with AI—and more importantly 
the civil, legal, and people-centered impacts of such technologies in public 
service—will need to be recruited and retained. 

Safe spaces to learn and explore how AI can improve public service—and 
then to translate these activities into public service-wide scaled activities—will 
need to be put in place.12 Without safe spaces and possibly high-priority goals, 
anything that appears to have gone wrong or not worked on the first try may be 
politicized and prevent representative governments from being able to adapt to 
the rapidly accelerating age of AI. For public service to become more agile and 
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resilient, the barriers will come not from technology. Rather, the barriers will be 
human-centered, coming from a risk-averse political culture unwilling to make 
mistakes in areas where it is okay to make mistakes (i.e., the mistakes do not 
harm people or property), learning, adapting, and improving. 

Scenario Two: A Pessimistic View of the Future 
An alternative, cautionary note for the future of AI and public service is one in 
which AI is used by government, well-intended or not, to monitor the activities 
of individuals. Instead of empowering individuals, AI is used to sort and filter 
behaviors that the government does not permit. No insight into what AI and 
its algorithms are doing for the government is shared with the public, and the 
public does not know that they each have different risk, credit, and behavioral 
scores that influence what they can and cannot do in society. 

Such a scenario would be a pessimistic one in which people are dehumanized 
and disconnected from engaging in civil society. Distrust in public service is 
heightened and no one feels like they can help make a difference. While the 
foreseen uses of AI discussed in this chapter seek to prevent such a scenario, 
the cautionary note that it could occur is worth remembering – if only to 
emphasize why a more people-centered “better way forward” is needed for the 
future of AI and public service ahead. 

As we embrace the future of AI in public service, we must recognize that AI 
technologies will reflect the choices we humans make about how to use it, 
whom to include, and how to ensure the diversity, consistency, and appro-
priateness of AI’s activities within civil societies. Since we are human, not all 
decisions made initially will be perfect. However, with an environment that 
encourages informed experimentation and appropriate safeguards to protect the 
public, we can course-correct and over time improve how civil society operates 
for the future ahead. 
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CHAPTER FIFTEEN

“The longer-term future presents an opportunity to set up 
institutionalized structures for engagement across local, state, and 
federal levels of government—creating a “civic layer.” …its precise 
form will evolve, but the basic concept is to establish a centralized 
interface within a community to engage residents in governance 
decision making that interweaves digital and in-person engagement.”

Hollie Russon Gilman
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THE FUTURE OF CIVIC ENGAGEMENT

Hollie Russon Gilman

What is the future of civic engagement for governance that focuses primarily 
on the interactions between citizens and public policy? While the focus of 
civic engagement is often on government, the realm of public policy is not 
constricted to one sector; rather, as public administration scholar Don Kettl 
notes, it involves the interweaving of the public and private sectors.1 More 
specifically, civic engagement scholar Harry Boyte finds that it includes “an 
emphasis on the interactions among governments, civil society, and business 
groups.”2 

In the last few decades, the conversation around public administration, 
public sector reform, and designing innovated institutional structures that are 
more adaptive, responsive, and accountable has focused on “innovating gov-
ernment.” But, there has not been enough focus on how to build structures, 
models, and opportunities for proactively engaging citizens with meaningful 
opportunities to participate in decision-making.3 

Citizen trust in government institutions remains alarmingly low in democ-
racies across the globe.4 Leveraging transformations in technology and accel-
erating the current promising models from experiments in civic engagement 
allows us to imagine a more responsive, participatory, collaborative, and 
adaptive future for civic engagement in governance decision making. This can 
start by creating a civic layer.

What is a civic layer? Its precise form will continue to take shape, but the 
basic concept is to create a centralized interface to involve citizens in gover-
nance decision making that interweaves digital and in-person engagement. 
People will earn “civic points” for engagement every time they sign a petition, 
report a pothole, or volunteer in their local community.

Without reimagining how to engage citizens with governance institutions, 
innovations themselves will not enhance trust, legitimacy, or engagement with 
public sector institutions. This chapter identifies the potential societal contri-
butions of creating a “civic layer.” It also identifies examples of the possible 
components of a civic layer, and the opportunity of emerging technologies to 
support meaningful, large-scale engagement via this civic layer.
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THE NEAR-TERM FUTURE: UNDERTAKING 
EXPERIMENTATION AT THE LOCAL LEVEL TO 

CREATE THE FOUNDATION FOR A CIVIC LAYER

In the near term, an opportunity exists to tap energy and excitement at 
the local level to re-engage citizens in governance, solve public problems, and 
combine local engagement with new institutional structures and digital tools 
to deepen civic engagement. People are often inspired by their ability to affect 
change on the local level and spend more of their time in local communities 
actively participating in civic, social, and communal life. This points to an 
opportunity to focus on effective civic engagement, moving beyond initiatives 
that deliver time and resource efficiencies. In the near term, merely opening 
access to public data can be an important step in increasing the effectiveness 
of citizen engagement. The next step is using these data to innovate new ways 
of engagement.

So, how can government tap into citizens’ expertise in the 21st cen-
tury? This will require creative thinking about how to equip people with the 
resources and information they need. 

The First Step: Opening Data

The first step in creating the foundation for a civic layer is to provide gov-
ernment information through a forward-leaning Open Data policy. Only then 
can citizen expertise be developed that is anchored in fact and data. However, 

Why Begin at the Local Level?

Building the civic layer should begin at the local level because outdated federal 
statutory citizen participation mechanisms stymie robust civic engagement at 
the national level. National legislation should be revisited, revised, and adapted 
to reflect the way citizens interact in the 21st century. There are currently lim-
ited opportunities for people to engage in governance decision making at the 
federal level. Pre-internet statutory mechanisms for citizen engagement, such 
as the Freedom of Information Act, the Federal Advisory Committee Act, and 
the Paperwork Reduction Act, are antiquated and have the effect of limiting 
rather than expanding opportunities for citizen engagement. As Beth Noveck 
contends, a “new legal framework is needed” to tap into citizens’ individual 
expertise—a framework “that encourages people to contribute their highest 
and best skills, experiences, and know-how to public service; and that culti-
vates ongoing communities of practice where citizen experts can convene and 
disband as needed and can engage with each other and with government.”5
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the next generation of open data initiatives needs to not only release data, but 
also proactively engage communities in how that data is released and shared 
to make it useful. For example, some communities model the use of Civic 
User Testing Groups.6 Miami, Florida, and Chicago, Illinois, partner with com-
munity members to empower traditionally marginalized voices in identifying 
which types and forms of data would be most useful. Several philanthropies, 
including the Knight Foundation, have supported this model. 

This model of civic engagement involves people—with no tech literacy 
necessary and paid for their time with a gift card—in providing their feedback 
on apps the city wants to release. This model also involves in-person engage-
ment throughout communities, including in community centers, with little 
investment in tech literacy or training.7 Finally, this model puts a premium on 
engaging people with diverse expertise to create a civic layer in a community. 

Brenna Berman, in her role as Chicago Chief Information Officer, 
explained how the city executes on its open data strategy: “At the Department 
of Innovation and Technology, our clients are the residents and businesses of 
Chicago. We’re driven by what they need, and how we can serve them.”8 Data 
is an asset that cannot be released in a vacuum. Data must be coupled with 
a strategy around engagement that brings marginalized voices to the table, 
sampling everyone who can effectively use data and relevant applications.

Traditionally, the more information released, the better. In practice, this 
often included government passively releasing information to the public to 
engender greater transparency, accountability, and participation. However, 
this also led to serious limitations for engagement involving a broad cross-
section of the public.

Through systems such as the federal e-petitions site “We the People” 
or e-Rulemaking for comments and notice, the federal government provides 
opportunities for empowered communities or informed interest groups.9 For 
example, after the release of financial spending data with the Recovery Act 
via the Recovery.gov website, the majority of data users were the traditional 
“elites” (e.g., journalists or non-profits).10 In fact, evidence demonstrates that 
the majority of content produced on blogs and Wikipedia comes from a small 
subset of informed groups and people.11 Even the movement to democratize 
data or information is often dominated by a growing cadre of civic technology 
enthusiasts with technical or professional expertise. 

The Second Step: Promoting Innovative Uses of Data

In the near-term future, the second step will involve the innovative use of 
information that communities can use to empower more diverse and inclusive 
viewpoints. The focus here is not just on information, but on targeting the 
right type of information with proactive outreach to local communities. 

An example of this broader local-level engagement is provided in New 
York’s Public Engagement Unit (PEU), created by New York Mayor Bill de 
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Blasio in 2015. The concept of the unit is simple yet powerful. Instead of 
the usual engagement model, where city officials wait for residents to reach 
out to them, staff from the PEU use neighborhood-level data to identify and 
reach out to vulnerable populations. In this way, the staff members build face-
to-face relationships to engender trust and sign people up for vital services. 
Some of the programs they connect people to include health insurance, anti-
eviction legal counsel, homelessness financial assistance, workforce training, 
and rent freeze programs. 

PEU both generates new cases and works directly with people in their 
neighborhoods to resolve their disconnects with their communities and city 
government. As Regina Schwartz, who served as PEU’s director, puts it: 

“We serve as a connector and a case manager. If we meet you at 
your door, or at an elected official’s office hours and you’re about to 
be evicted, we’ll connect you with a legal service provider to help you 
fight your case in court. If you need health insurance, we’ll schedule 
an in-person appointment with a certified enroller and help you go 
through the process of collecting the paperwork and scheduling a 
wellness visit.”12

THE LONGER-TERM FUTURE: 
INSTITUTIONALIZING A CIVIC LAYER

The longer-term future presents an opportunity to set up institutionalized 
structures for engagement across local, state, and federal levels of govern-
ment—creating a “civic layer.” As noted earlier, its precise form will evolve, 
but the basic concept is to establish a centralized interface within a com-
munity to engage residents in governance decision making that interweaves 
digital and in-person engagement. People will earn “civic points” for engage-
ment across a variety of activities—including every time they sign a petition, 
report a pot hole, or volunteer in their local community.

While creating a civic layer will require new institutional approaches, 
emerging technologies such as the Internet of Things (IoT), artificial intel-
ligence (AI), and distributed ledger (e.g., blockchain) will also play a criti-
cal enabling role. These technologies will allow new institutional models to 
expand the concept of citizen coproduction of services in building a more 
responsive, connected, and engaged citizenry.13 Within the civic layer, govern-
ment will need to acknowledge citizens’ time, data, and trust. For this model 
to be effective, government will genuinely empower people with decision-
making authority to move engagement beyond a public relations campaign. 

The following examples show different collaborative governance and tech-
nology components that will comprise the civic layer. Each could be expanded 
and become interwoven into the fabric of civic life.
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The institutional design of these pilots drives their outcomes. Each 
example involves potentially serious privacy, ethical, and normative chal-
lenges and design considerations to ensure that the creation of “civic points” 
does not amount to a social score card, such as the one China’s government 
is developing to influence citizens’ behaviors and rights. The proposed civic 
layer would need to incorporate a universal identifier—e.g., a digital identity 
for each citizen. A challenge with tying civic engagement to a digital identity 
is to preserve civil rights, civil liberties, and privacy protections.

While technology represents a critical component for deepening civic 
engagement with governance, institutional structures are essential to facilitate 
effective engagement processes. Civic engagement scholar Tina Nabatchi 
argues for more deliberative, collaborative structures within public admin-
istration.14 Models of collaborative policymaking exist where citizens serve 
as co-producers of policy that can be scaled in the near-term future. Other 
exciting initiatives are emerging to more actively empower citizens in decision-
making.15

Increasing the Use of Collaborative Policymaking Models to Build a 
Civic Layer

While we currently think of elections as a primary mode of citizen engage-
ment with government, in the medium- to long-range future we could see 
collaborative policy models that become the de facto way people engage to 
supplement elections. Several of these engagement models are on the local 
level. However, with the formation of a civic layer these forms of engagement 
could become integrated into a federated structure enabling more scale, 
scope, and impact. Following are two promising models.

Participatory Budgeting lets community residents allocate a portion of 
taxpayer dollars to public projects.16 Originating from the Brazilian city of 
Porto Alegre in 1989, participatory budgeting can be broadly defined as the 
participation of citizens in the decision-making process of how to allocate their 
community’s budget among different priorities and in the monitoring of public 
spending. The process first came to the United States in 2009 through the 
work of the nonprofit Participatory Budgeting Project.17 Unlike traditional bud-
get consultations held by some governments—which often amount to “selec-
tive listening” exercises—with participatory budgeting, citizens have an actual 
say in how a portion of a government’s investment budget is spent, with more 
money often allocated to poorer communities. Experts estimate that up to 
2,500 local governments around the world have implemented participatory 
budgeting, from major cities such as New York, Paris, Seville, and Lima, to 
small and medium cities in countries as diverse as Poland, South Korea, India, 
Bangladesh and nation-wide in Portugal.18 While this process has currently 
been used on a small portion of public budgets, it could be scaled to included 
sizable portions of public monies in communities across the globe. 
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Another promising collaborative policymaking engagement model is 
the Citizens’ Jury method, pioneered in the 1980s and currently advocated 
by the nonprofit Jefferson Center in Minnesota.19 Three counties in rural Min-
nesota use this method as a foundation for Rural Climate Dialogues—regular 
gatherings where local residents hear from rural experts, work directly with 
their neighbors to design actionable community and policy recommendations, 
and share their feedback with public officials at a statewide meeting of rural 
Minnesota citizens, state agency representatives, and nonprofit organiza-
tions.20 Participants also pledge to undertake local action to mitigate climate 
change. As one participant said, “Before I was a part of these events, I really 
didn’t think there was anything I could do about [climate change]. I was 
always just one of those who thought, ‘It’s too big of an issue. It’s happening. 
My hands are tied.’ [By participating in] these events, I realize that there are 
things we can do, even me personally, in my community.” While this method 
has proven successful on a range of topics, it has yet to become integrated 
into the core process of engagement that provide an opportunity for civic 
engagement in the medium-range future.

Increasing Applications of Emerging Technologies to Build a Civic 
Layer

In addition to institutional collaborative governance and policymaking 
models for engagement, the application of digital technologies to decision 
making creates the potential for a dramatically more connected, distributed, 
and empowered civic life in the future. The following are some promising 
technologies to incorporate into a civic layer:
• Distributed ledger technology to connect citizens with government ser-

vices. Austin, Texas is already experimenting with the use of blockchain 
technology to provide a digital ID for homeless residents, and to use this 
ID for accessing city services. This project has been named a Champion 
City semi-finalist for the 2018 Bloomberg Philanthropies Mayors Chal-
lenge Award.21 Distributed ledger technology could be used for a variety 
of other public service activities, including public comment, public voting, 
and civic record keeping.

• Smart phone data to inform public policy. Governments will increasingly 
engage citizens through their smart phones. This will include informing 
decisions through the data acquired from smart phones (with explicit 
user consent), conducting real-time user feedback, leveraging information 
through sensors, and communicating to citizens via their phones. 

• Digital one-stop interfaces for engaging. Governments around the globe 
will build one-stop interfaces for engaging with government across all 
levels (national, state, and local). Estonia has been a leader in creat-
ing streamlined digital engagement with government. Think of the way 
e-commerce companies have centralized services for customers. This 
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will include the ability to report non-emergency 311 issues, participate in 
collaborative policy making, access open data, co-create policy, and give 
real-time feedback.

• Virtual reality for civic engagement. By 2030 there will be more opportu-
nities for civic engagement using virtual and augmented reality (VR/AR). VR 
is already contributing to decision making. For example, the Moreton Bay 
Regional Council in Queensland, Australia, offered several VR experiences 
for a major development scheme. Through VR, community members and 
various stakeholders could experience the proposals up close before giving 
feedback via an online submission form. Moreton Bay even printed custom-
ized Google Cardboard Goggles to generate awareness about the project. 
This pilot example offers just the tip of the iceberg for how VR could give 
citizens access to inform policy before development occurs.

• Sensors and networks of physical devices which comprise the Internet 
of Things (IoT) to inform public assets distribution. Sensors placed 
throughout communities can be used to report real-time information on 
a variety of issues, from solar trash cans to water, energy, and transport-
ability.22 One challenge with sensors and other IoT Smart Cities initiatives 
involves their vulnerability to hackers and unchecked data, which citizens 
are handing over to government without regulation. More connected 
devices with sensitive information (including household devices such as 
thermostats, fridges, and personal assistances) mean greater potential 
cyber risk for public services.23 

• Artificial intelligence (AI) to directly communicate between public 
administrators and residents. AI can help reduce the burden of paper-
work and other redundant tasks for public administrators, and free up 
capacity to more deeply engage with community members. AI faces the 
challenge of ensuring authenticity and fairness with engagement. For 
example, fake bots can pose as public commenters. During the Federal 
Communications Commission public comments period around their net 
neutrality regulation, more than 1 million out of 22 million comments 
came from bots that used natural language generation to artificially 
amplify positions.24 

By 2040, these technologies will become integrated into the core fabric 
of government at all levels to ensure more seamless interactions between our 
online and offline selves. This will result in a more responsive government 
that pulsates with vibrancy and information from its citizens. In this structure, 
government must ensure that people do not simply become data points, but 
are also genuinely empowered in decision-making. These models only work 
if public administrators can give people authentic decision-making power. 
Transparency in data collection methods and algorithmic decision processes 
will be essential. Direct civic oversight by community groups, non-profits, 
academics, and residents will strengthen these decisions. Another important 
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concern will be to empower traditionally marginalized groups and ensure that 
not only those with more resources or digital literacy can participate.

FINAL THOUGHTS: BUILDING A TOOLKIT FOR 
TWENTY-FIRST CENTURY GOVERNANCE

The rapid pace of technological change will outpace public sector 
progress in civic engagement unless precautions are taken to ensure that 
government has enough capacity, skilled personnel, and training to leverage 
technology effectively. Each of the examples offered above could become 
essential components of a civic layer or civic toolkit to develop civic engage-
ment with twenty-first century governance.

As pilots expand to become institutionalized processes, several norma-
tive and ethical questions arise for ensuring democratic and equitable access 
and use. Authoritarian countries will continue to use technology (e.g., facial 
recognition and digital identity) for control. The question is precisely if and 
how democracies can ensure more (not fewer) opportunities for genuine civic 
engagement that moves beyond public relations campaigns, while addressing 
concerns around privacy and equity front and center. 

In 2040, proposals for civic engagement will be contingent upon trust in 
public institutions, reducing levels of inequality, adequate public resources, 
and addressing the privacy and ethical considerations at the intersection of 
digital technology, equity, and civil rights. While specific nation-state geo-
politics will vary considerably, regaining civic legitimacy and trust in public 
sector institutions across democracies will be essential. 
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CHAPTER SIXTEEN

“For common processes that governments perform—such as 
benefits and permit processing, fleet management, and 
cybersecurity—governments will have created and shared default 
suites of metrics and analytics that all governments adopt, adapting 
as needed. This will help them improve outcomes and communicate 
more meaningfully with citizens.”
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THE FUTURE OF DATA AND ANALYTICS

By Shelley H. Metzenbaum

How should federal, state, and local governments use and communicate data 
and analytics in the future to improve government performance across mul-
tiple dimensions—including impact, return on spending, fairness, interaction 
quality, trust and understanding? What needs to be done to get from where 
we are now to where we want to be?

Government has long collected and shared data, or mandated its collec-
tion, starting with the Constitution’s requirement for a decennial census. Con-
gress quickly called for the collection of additional categories of data as well, 
such as censuses of manufacturers and agriculture, and counts of schools, 

Data and Analytics Are Key to Better Government 
Performance and Community Outcomes

Government needs to collect data and use analytics to enable policy makers,  
policy implementers, and citizens to answer a common set of questions: 
• What problems need attention, how important are they relative to other 

problems, and what causes them?

 – Which causal factors can government influence?

 – What characteristics might affect how quickly, successfully, cost-effec-
tively, and fairly the problems can be addressed? 

• Are there promising practices for addressing the problems that seem to work 
well, and can they be successfully replicated? 

 – Do they work well for everyone, and, if so, how can they be refined to 
work better and at a lower cost—and how can broader adoption be effec-
tively and quickly promoted? 

 – If not, where do they work well and where don’t they? What else should 
be tried and assessed? 

 – Are unwanted side effects associated with the practices, and how can 
they be prevented or reduced? 

• How can we best pursue opportunities for discovery and growth?

• What future risks and advances should government anticipate and plan for?
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and other groups of interest (which at the time included the insane, mentally 
retarded, and illiterates).1 Despite this long history of data collection, federal 
agencies unfortunately too often failed to collect “policy relevant data,” or they 
published relevant data with “excruciating delays,”2 impeding governments’ 
and others’ ability to use data to inform action. 

Other times, however, as with traffic fatalities and morbidity and mortal-
ity data, government got it right. It put in place administrative frameworks and 
governance processes that regularly collect, analyze, and share data, result-
ing in continuous outcome improvements over decades,3 albeit not without 
occasional problems.4 

Dramatic technology advances over the last few decades in business 
analytics and visualization software now make it possible for federal, state, 
and local governments, and those they fund or otherwise influence to collect, 
analyze, and share data in increasingly relevant and timely ways. These tech-
nology advances enable far greater functionality and significantly lower cost 
for data collection, analyses, and sharing. An increasing number of govern-
ments in the U.S. and around the world have opened government data sets 
and invited others to analyze their content and apply the insights of those 
analyses as they choose.5 Some also routinely share performance and spend-
ing data and their analyses,6 visualize problems and progress or enable their 
visualization,7 and support the generation and dissemination of the findings 
of well-designed measured trials.8 In addition, government and others, such 
as Code for America and the Bloomberg Foundation, have begun boosting the 
analytic capacity of people working in or with government9 and strengthening 
networks to enable government employees to learn and apply insights from 
their own and others’ data-informed decision-making experience.10 

Despite government’s long history and recent progress with using and 
communicating data and analytics, as well as technological developments 
that have increased data processing power and cut data handling costs, 
current government data and analytic practices are nowhere near as sophis-
ticated as they could and should be. Many government data systems remain 
clunky and hard to use, while government’s analytic and evaluation capacity 
is woefully scarce.

A VISION FOR 2040

It is tempting to project how new technologies, such as remote sensing 
and mobile access, and new techniques, such as machine learning and block-
chain, will strengthen government data handling and analytics in the future. 
However, much of what needs to happen twenty years from now could come 
to fruition with today’s technology with the right governance structures and 
incentive systems, as suggested by the following vignettes about two data-
savvy private sector companies, UPS and Amazon.com. Both companies 
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routinely integrate data, analytics, and measured trials into their strategic 
decisions, daily operations, and internal and external communications today. 

To achieve greater beneficial impact, operational efficiency, fairness, 
understanding, and trust, government should learn from and adapt the data-
handling and analytic lessons that these two cases offer. Governments of the 
future should also learn from past government efforts, both successful and 
unsuccessful, when using and communicating data. 

Specifically, by 2040, all levels of government should:
• Fuel the front line with timely user-tailored analytics and research findings
• Obsess on mission, continuously innovating to improve critical processes
• Use visualization and other communication tools to show problems, 

progress, causal factors, and likely effects of corrective action in context 
• Count and characterize events and conditions to inform continual 

improvement 

FUEL THE FRONT LINE WITH TIMELY USER-
TAILORED ANALYTICS AND RESEARCH 

FINDINGS

UPS, a delivery company, uses and communicates data, analytics, and 
measured trials in ways that enable front-line drivers to deliver packages 
quickly, affordably, courteously, and in good condition. Data and analytics 
teams translate data gathered from every aspect of the delivery process into 
actionable insights that front-line drivers can use to know when and where 
to deliver a package; decide the order and routing of deliveries; and avoid 
dangerous dogs and other risks along the way. 

UPS mobile devices collect and transmit data from drivers and analytical 
insights to drivers in timely and easily applied ways. Analytics help truck load-
ers decide which packages to place where. Measured trials test door designs 
and key fobs to find ones that work faster, easier, and more safely at a rea-
sonable and lower cost. Drivers go to safety school to learn techniques and 
rules such as “right turn only, no left turns” based on analyses of the costs 
and causes of past problems. In short, UPS intensely collects, analyzes, and 
communicates data to enable front-line UPS workers to do their jobs better, 
in addition to asking and answering central office questions about issues such 
as revenues, costs, and market conditions. 

Who does the equivalent in government? Certainly, the military supports 
front-line soldiers, sailors, marines, and airmen, but how many non-military 
agencies support the front line in their own operations and that of their deliv-
ery partners with user-tailored insights gleaned from data, analytics, and 
well-designed measured trials? For example:
• How are analytic and research findings packaged to make it easy for front-
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line educators, comprising nearly 11 million state and local employees, 8 
million of them in elementary and secondary education,11 to understand 
how to help the next generation grow, learn, and thrive? 

• Who reviews and packages analytics, and the findings of well-designed 
pilots, so the second largest group of government workers—those work-
ing in hospitals and health care—can learn from their own and others’ 
experience how to improve health and reduce health-system-acquired 
illness and injury? 

• Who helps front-line Social Security, Veterans Administration, and social 
workers in every level of government learn from data, analytics, and 
measured trials so that they can provide continually better services and 
benefits? 

A 2018 article in Analytics Magazine underscored the importance of 
using data to support workers on the front line:

Who is the ultimate stakeholder? In most enterprises, there are many 
proximate stakeholders: analytics leaders, company executives, IT 
group, etc. However, the ultimate stakeholder—the front-line man-
ager—is often discounted. Ideally, your front-line managers must be 
the loudest voice in key conversations. But in reality, in most cases 
they don’t even have a seat at the table. Effective synergy among 
analytics, executives, IT and front-line managers is the cornerstone 
of outcome mindset.12

Twenty years from now, governments should routinely support their front 
line with relevant information packaged and delivered in a timely way that 
helps the front line deliver more successfully, courteously, efficiently, and fairly 
while simultaneously facilitating the front line’s ability to share and learn from 
their own and others’ experience. 

What Will It Look Like in 2040? 

Government will have identified the front-line workers focusing on the 
government’s priority mission objectives, and given them ready access to the 
information they need to do their jobs well and continue to improve. If these 
workers need more or different information, government will be working with 
them to figure out what they need to know and the best way to provide that 
information on a timely basis.13 Government will also proactively determine 
how burdensome field-based reporting is and, if needed, work on ways to 
reduce the burden and enhance the value.



246 Shelley H. Metzenbaum 

OBSESS ON MISSION, CONTINUOUSLY 
INNOVATING TO IMPROVE CRITICAL 

PROCESSES 

Amazon.com, also a delivery company when it started in 1994, quickly 
expanded beyond its initial focus on books to deliver, or broker the delivery 
of, approximately the same number of physical items (5 billion annually) just 
to its Prime members that UPS, started ninety years earlier, delivers to all of 
its customers today.14 In addition, Amazon delivers a vast array of electronic 
services. 

How did Amazon accomplish its astounding rate of growth in just over 
twenty years? It did it by obsessing on its mission: “to be Earth’s most 
customer-centric company.”15 In addition, as Amazon CEO Jeff Bezos wrote 
in his 2017 annual letter, Amazon pairs its “unrelenting customer obsession” 
with “ingenuity and commitment to operational excellence”.16 To woo, win, and 
keep its customers, Amazon continually works to find better ways to support its 
customers in product search, order placement, fulfillment, delivery, and returns, 
whether through its website or with new tools such as Alexa and Echo. 

Amazon’s commitment to operational excellence led it, almost acciden-
tally, to accelerate lagging application development time.17 “Everyone was 
building their own resources for an individual project, with no thought to scale 
or reuse.” To tackle this problem, Amazon decided to build “common infra-
structure services everyone could access without reinventing the wheel every 
time.” Because of its commitment to ingenuity and operational excellence, 
Amazon solved its own problem, simultaneously creating a product it realized 
others would find useful. 

In addition to using data and analytics to advance its mission and improve 
its creation processes, Amazon communicates data and analytics in ways that 
help the interested public make better-informed decisions and, sometimes, 
even resolve product-related problems. Crowd-sourced, curated online cus-
tomer ratings, comments, and FAQs help customers find products best-suited 
to personal needs and tastes, get answers before and after they buy, and find 
“workarounds” that minimize product weaknesses. 

Government similarly needs to obsess on mission while innovating to 
master delivery processes owned by multiple lines of business, tap external 
expertise and effort, and inform individual choice. It is not unusual for gov-
ernment agencies to innovate, but this is usually done by individual agencies 
at the project and program level. It is seldom done at the agency, and even 
less frequently at the cross-agency, level. In May 2018, for example, the 
Transportation Security Agency (TSA) put out a call for smarter luggage scan-
ners,18 while the Internal Revenue Service (IRS) requested analytic services 
to detect tax fraud across all levels of government.19 Government seldom, 
however, seeks synergies and opportunities to scale and reuse innovations 
across programs. 
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By 2040, government must figure out how to:
• support continuous learning and improvement, discovery, and testing to 

improve critical government processes undertaken by multiple programs. 
These processes might include, for example: benefits processing; regula-
tory permissions and compliance; harmful incident prevention, response, 
recovery, and remediation; and research and development.20 

• support continuous learning and improvement, discovery, and testing 
across organizations and levels of government with shared missions.

• communicate data and analytics to inform individual and organizational 
choices about priorities, strategies, and tactics, and to enlist external 
expertise and effort to solve public problems and advance opportunities 
at the local, state, and national level.

What Will It Look Like in 2040? 

Government will extensively use analytic and visualization tools that sup-
port, enlist, and motivate local action. It will do this while providing context for 
local priority-setting, problem-solving, opportunity advancement, and precision 
treatment design. Government will also have enhanced its use of analytic and 
visualization tools to support learning from and cooperation with others, inform 
individual and organizational choice, and enlist external expertise and effort. 

USE VISUALIZATION AND OTHER 
COMMUNICATION TOOLS TO SHOW 

PROBLEMS, PROGRESS, AND CAUSAL 
FACTORS IN CONTEXT

The public and not-for-profit sectors also offer examples that suggest a 
vision for powerful data and analytics in the future. Consider, for example, 
Hans Rosling’s brilliant visualization of life expectancy, child mortality, and 
economic trends across time, across countries, and within countries.21 
Rosling’s not-to-be-missed TED talk (on video) debunks myths about pre-
sumed problems that no longer exist, and reveals overlooked progress that 
has been made. In addition, he spotlights areas still in need of attention, as 
well as variations in historic paths to progress that can inform future action. 

Rosling’s video animation provides a vivid vision for the way every 
government should analyze and communicate data in 2040. This analytic 
approach—using scatter diagrams and bubbles linked to country size to dis-
play performance trends for multiple outcome indicators over time in multiple 
locations, together with drill-downs showing who is faring well and who is not, 
and easy identification of positive and negative outliers—supports priority-set-
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ting, learning, motivation, continual improvement, understanding, and trust. 
Rosling appreciated that he was able to undertake his stunning analyses 

because a government agency, the U.S. Agency for International Development 
(USAID), launched the international Demographic Health Survey and chose 
to make the data both public and free.22 In so doing, USAID embraced prac-
tices the public health field, with its remarkable progress,23 considers critical: 
“special methods of information gathering” and “corporate arrangements to 
act upon significant findings and put them into practice.”24 

While recent technological developments undoubtedly enable faster, 
broader, and more accurate interpretation and application of analytic insights, 
the will and skill to analyze outcomes in context is far more essential to 
progress than technology, as Dr. John Snow dramatically demonstrated in 
London a century and a half ago when he mapped the location of houses with 
cholera and drinking water wells. His analytic approach allowed discovery of 
the contaminating pump and removal of its handle, slashing the number of 
cholera cases.25

What Will It Look Like in 2040? 

Government will have made it easier to find and see governments’ objec-
tives (within and across governments), trends on those objectives, where 
progress is being made, and where it is not. At the federal level, government 
will have created visualization tools that agencies and cross-agency teams 
routinely use to present mission-focused goals and objectives in the context 
of national and sub-national goals, historic data trends, relevant international 
comparisons, and other contextual information that enable causal factor 
identification and fair comparison. In addition, in 2040, governments will 
routinely collect and broadly share timely outcome data in easy-to-access 
affordable formats, as USAID did in the 2010s. Governments will have also 
made it easier for front-line practitioners and the many who support them to 
find relevant research findings in easily understood and accurately interpreted 
formats, in locations that successfully catch their attention when they need 
the information, and not locked behind proprietary firewalls. 

COUNT AND CHARACTERIZE EVENTS AND 
CONDITIONS TO INFORM CONTINUAL 

IMPROVEMENT 

William Haddon, the first leader of what became the National Highway 
Traffic Safety Administration, appreciated what the public health field under-
stood: the need for special methods for information-gathering and governance 
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structures that assure ongoing data analyses and translation of analytic find-
ings into effective action. Using an injury epidemiology framework, Haddon 
created a matrix that still guides collection of traffic fatality data today. For 
every traffic fatality, twelve categories of information are collected: operator, 
equipment, environmental, and socio-political characteristics (the columns in 
Haddon’s matrix) before, during, and after each event (the matrix rows). 

These data points enable policy makers in Washington D.C., in state-
houses, and at the local level to understand fatality trends, the riskiest and 
safest drivers, the riskiest and safest vehicles and equipment, and the most 
dangerous locations. Policy makers use this knowledge to design increasingly 
precise, effective, and cost-effective actions that have successfully reduced 
traffic fatalities for decades, until the past few years. Analytics of routinely col-
lected data are paired with well-designed measured trials to discover effective 
ways to address emerging or still intractable problems, such as drivers26 and 
pedestrians distracted by their smart phones. In the words of Ralph Nader, 
Haddon brought the subject of traffic safety “from one of hunch and surmise 
to one of rigorous safety analyses.”27 

By 2040, all parts of government similarly need to evolve from “hunch 
and surmise” to rigorous analyses. They need to figure out the “special meth-
ods” they will use to gather information that helps them understand changes 
in outcomes and other dimensions of performance they seek to influence. 
They also need to put in place governance structures that ensure continued 
analysis and application of analytic insights. 

New technologies make it more possible and affordable than ever to 
collect data that points to likely causes or enables more informed action or 
investigation. By time-stamping and geo-coding our whereabouts as gleaned 
from our smart phones, for example, Google can tell us which times of the 
day and days of the week state departments of motor vehicles and Social 
Security offices are likely to be less crowded, allowing individuals to adjust 
when they want to visit. Similarly, by time stamping its violation data, a Coast 
Guard office was able to see that most of its violations happened in the wee 
hours of the morning while all of its inspections took place during the day. 
Changing inspections to the hours when violations occurred sliced the number 
of violations. 

Most government agencies should time-stamp and geo-code data. In 
addition, as Haddon did for traffic fatalities, they need to figure out how to 
count and characterize key attributes of the information they collect about 
outcomes and other dimensions of performance and process, causal factors, 
and unwanted side effects to improve on multiple dimensions. 
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What Will It Look Like in 2040? 

For common processes that governments perform—such as benefits and 
permit processing, fleet management, and cybersecurity—governments will 
have created and shared default suites of metrics and analytics that all gov-
ernments adopt, adapting as needed. This will help them improve outcomes 
and communicate more meaningfully with citizens. In addition, organizations 
that try to advance the same or similar outcome objectives will create con-
tinuous-learning-and-improvement communities to develop common outcome 
and other indicators, analytic methods, and data standards, share platforms 
and principles, and learn from their own and others’ experience 

Steps to Achieve the Vision of 2040

What follows are specific steps to speed the journey to get to where we want to 
be in 2040.
• Support Front Line Use of Data: Identify front-line workers for each govern-

ment agency and cross-agency priority mission-focused goal. Work with the 
front line to determine if they have ready access to the information they need, 
and, if not, figure out how to get it to them on a timely, easily used, accu-
rately understood basis. At the same time, reduce the burden and enhance 
the value of data sharing. 

• Create analytic and visualization capacity: Launch Presidential (and 
Governor/Mayor/County Executive) Analytic Fellows programs to beef up 
government’s analytic and visualization capacity. Create analytic personnel 
exchanges with data-savvy private sector companies for the same purpose. 
Build online educational tools to beef up government capacity in these areas.

• Build process mastery and innovation teams: Identify three problematic gov-
ernment processes that would benefit from “common infrastructure services 
everyone could access without reinventing the wheel every time,” as Amazon 
did to speed application development. Launch operational excellence scrums 
in these areas to learn how to speed process improvements. Support these 
process improvements with the governance structures they need to sustain 
continued progress. Based on lessons learned, expand to other critical pro-
cesses. In the federal government, strategically manage common processes 
such as credit, benefits, grants, and fleet management by identifying and 
establishing common infrastructures that advance operational excellence and 
speed cross-program learning and innovation.

• Identify priority areas for improvement: Publish, annually, trends for key 
outcome indicators in ways that are easy to find and accurately interpret, 
with peer comparisons providing context when fair comparisons are feasible. 
Spotlight trends moving in the wrong direction previously trending in the right 
direction, and pockets of excellence or weakness compared to peers. Use this 



 The Future of Data and Analytics 251

information to inform priority goal and strategy selection—and build intergov-
ernmental and intersectoral governance alliances to advance the goals. The 
U.S. federal government, specifically, should pilot at least three mission-focused 
Cross-Agency Priority Goals in areas where federal trends have been moving 
in the wrong direction (e.g., mortality and morbidity, traffic fatalities) and two 
where the U.S. does significantly worse than peers (e.g., infant mortality, life 
expectancy), naming goal leaders and establishing a cross-agency, intergovern-
mental, inter-sectoral governance structure and teams that work to close these 
performance gaps.

• Invest in cross-boundary information collection, sharing, and use: Figure 
out the “special methods” needed to gather useful information that informs the 
design of effective actions. Geo-code, time-stamp, and tag causal factors linked 
to outcome indicators. Identify and adopt other data standards to facilitate user-
centered, place-based problem-solving and opportunity advancement, with 
appropriate privacy and security protections. Two good places to start are: 

 – government programs that try to prevent bad things from happening and 
keep costs low when they do. Variations on the Haddon Matrix, for example, 
could be adapted to learn from harmful past incidents, not just for outcomes 
such as transportation accidents and oil spills, but also for process problems 
such as fraud and significant processing delays and errors.

 – benefits/permits/loans/insurance. Government programs that receive applica-
tions and confirm continuing eligibility are all likely to benefit, for example, 
from tracking not just the number of incoming, outgoing, and pending appli-
cations, but also by comparing to the same period in prior years and by tally-
ing total time in the system, sorted by complexity. 

Standard-setting organizations such as the Governmental Accounting Standards 
Board or the Federal Accounting Standards Advisory Board, or intergovernmen-
tal networks such as the International City/County Management Association, 
could develop some of these standards, as could intergovernmental commu-
nities of practice such as the What Works Cities network28 and Mid-Atlantic 
StatNet. So could federal agencies working with their state and local delivery 
partners or networks of front-line providers.29 Complementing this effort, 
governments and others should experiment with development of shared data 
warehousing platforms to find ways to cut the costs and facilitate learning and 
cooperation across programs, while providing needed privacy and security pro-
tections.30 

• Establish standards for data governance, provenance, and ethics: Establish 
one or more intergovernmental bodies to sort out and establish standards for 
data governance (e.g., who owns, who gets access), data provenance, and 
ethical issues related to data generation and use. Develop standards that 
ensure proprietary interests do not interfere with government’s ability to learn 
from experience and undertake iterative trials to discover ways to improve on 
multiple dimensions.
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